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We show that a moving point multipole source for a spin-5 field gives rise to radiation having (in the rest 
frame of the source) multipole structure of order 5 through 2L + 5, where L is the highest order moment of the 
source, 

1. INTRODUCTION 

It is well known that in the rest frame of a moving 
point charge the Lienard-Wiechert radiation fields 
have a dipole structure. This is one instance of a 
general property of rest-mass-zero spin-S fields: 
namely, that a moving multipole source for such 
fields gives rise to radiation having (in the rest frame 
of the source) multipole structure of orders S through 
2L + S, where L is the highest order moment of the 
source. We show how this property arises. 

The multi pole analysis of the field equations for spin
S fields reveals a certain set of conditions on the 
source. In the case of the linearized gravitational 
field (S = 2) these conditions form part ofthe equations 
of motion l of the source. For a spin-2, pole-dipole
quadrupole source these equations of motion do not in
volve the quadrupole moment. 

2. THE SCALAR FIELD 

SUPPosing that the field is due to the motion of a point 
multipole source we want to obtain the radiation field 
expressed in the rest frame of the source. This we 
accomplish by the use of a special coordinate system 2 

based on the family of null cones that emanate from 
the time like world line of the particle. 

Let the world line be given in Minkowski coordinates 
yll by the parametric equations yll = ~1l(U), where the 
parameter u labels the null cones emanating from 
the world line and u = (1/5)7, where 7 is the proper 
time. The Minkowski coordinates of an arbitrary 
point can be expressed in terms of null coordinates 
x ll = (u, r, x 2, x 3) by 

(2.1 ) 

where r is an affine parameter along each null ray III 
lying on the cones and a measure of the r:adius of each 
sphere of constant u and r; v(u, X2, X3) == ~Illl" where the 
dot denotes a/au, v is the velocity ~Il projected along 

929 

tjl and serves to fix the normalization of lll; x2 and x 3 

are related to complex stereographic coordinates ~ 

and ~ by s = x 2 + ix 3 • The null vector til sweeps out 
the directions in the null cone at each u = const and 
in Minkowski coordinates is given by 

III = (ff;'4Po) (1 + st, s + ~,(s - ~)/i, s~ -1), (2.2) 

where Po = i (1 + s~ ). 
In terms of these coordinates the flat-space metric has 
the form 

ds 2 = 2[1 -(i.Jv)r]du2 + 2dudr -(r2 /2Po2v2)dt;,dL 
(2.3) 

where v is the prOjected acceleration v = ~Illw We de
note 2-surface with metric dr,dt;,/v2 P02 by s. 
The wave equation for a scalar field <f> takes the form 

gllV¢ = r2 ~eP + reP _ 2r (1 _ ~ r) 3¢ 
;IlV ur \ v or 

- r2 (1 - ~ r) a
2

¢ - ts t; ¢ = o. 
I( v 3r2 

(2.4) 

The operators ts and t; are respectively raising and 
lowering operators for spin-weighted quantities and 
in general are defined by3 

a 151) = 2pl-s ar, (ps1)), 

p(u, s, ~) = Pov, 

T) being a quantity having spin weight4 s. For the sca
lar field we have simply t55¢ = 4P2(3 2 j3 s30 ¢. 

The solution of Eq. (2. 4) that allows retarded multi
poles through order L is 

¢ = t/n(U, s, ~), 
n~O rn+l 

(2.5) 

where fn must satisfy 
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(n + 1)in+1-(n + l)(n + 2)(vlv)fn+1=[ti'iS + n(n+1)]fn' 

n = L - 1, L - 2, ... ,0, (2.6) 

(2.7) 

In order to find the multipole structure of the radia
tion field fo' we break Eqs. (2.6) and each f" into their 
angular parts. The different angular parts are labeled 
by I and are eigenfunctions of the Laplacian on the unit 
sphere S. In our coordinate system the equation for 
the eigenfunctions of the Laplacian is 

(2.8) 

These eigenfunctions (essentially linear combinations 
of spherical harmonics) compose the complete set of 
functions with which we make multipole expansions. 
Note that they are not eigenfunctions of the z compon
ent of the angular momentum operator. 

The acceleration term vi v is an eigenfunction of order 
I = 1. This may easily be derived by differentiating 
the curvature of S, i.e.,K = tit5 10gP = 1, with respect 
to u and noting that one obtains the eigenvalue equation 
(2.8) for I = 1. 

Since vi v is an eigenfunction of order I = 1 the quan
tity (iJlv){3z contains angular parts of order 1 - 1 and 
I + 1 (the angular part of order I is not present be
cause (3z has spin weight zero, the part of order 1 - 1 
is not present when 1 = 0). 

The angular parts of ~z are found by differentiation of 
Eqs. (2. 8) and use of the formula 1 

a - v v 
- ('5'517) = 2s -7] + 2 -
au v v 

in the case s = O. We find 

tit57] + s ( ti *) 517 

- S (5 ~) t57] + tit5iJ 

(tit; + 1(1 + 1)]~1 = 21(1 + l)(vlv){3z. 

(2.9) 

(2.10) 

Since (til v) {3z has only the an&ular parts 1 - 1 and 
1+ 1 Eq. (2.10) implies that (3z has at most the angu
lar parts 1 -1, l, and l + 1. 

Equation (2.7) states that fL is an eigenfunction of 
order L (its u dependence may be specified arbitra
rily); and so we can begin with Eq. (2.6), n = L - 1, 
and proceed to n = 0 and thereby find which angular 
parts are present in fn • 

Since ~z and (vlv){3z have orders one step lower and 
one step higher than {3z we see from Eq. (2. 6) that, 
except for the lowest order one, each angular part of 
1n+l of order 1 contributes to fn parts of order I -1, l, 
and I + 1. It follws that fn has angular parts of order 
n through 2L - n. The highest order part (2L - n) is 
necessarily present by virtue of the presence of 1 L' 

It can be shown from Eq. (2.10) that the lowest order 
part (l = n + 1) of /"+1 does not contribute to Eq. (2.6) 
at order n; hence the lowest order part of each fn is 
not determined by Eq. (2.6) but is an arbitrary function 
of u that arises from the integration of Eq.(2. 6). These 
arbitrary functions of integration correspond to the 
additional multi pole moments of the source whose 
orders are less than L. 

The radiation field fo contains in general 21 poles 
from 1 = 0 to l = 2L. If we consider the case when the 
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source has only the single 2L-pole moment, by a count
ing argument similar to that above, we find that the 
multipole range of the radiation field is from 1 = 1 to 
l=2L. 

3. THE SPIN-S FIELD 

The spin-S field, S > 0, is represented by a (complex) 
totally symmetric spinor 1>CD"'Kwith2S spin or indices 
and satisfies the rest-mass-zero field equations5 

CM' 
V' <PCD ... K = 0, 

where \7 CD denotes spinor covariant differentiation. 
Denoting 1>CD"'K by 1>B' B = 0,1,2, ... , (2S), according 
to 1>0 == 1>0"'0,1>1 == 1>10'''0' "', 1>2S == 1>11'" l' the 
field equations in the coordinates associated with the 
world line of the source become 

• ( 1; )01>A A+1 v 
1>A- 1- v r --ay--r-1>A+(S-A)v1>A 

1 _ v 
= - r 151> A+I + A1> A-I 15 v' (3.1) 

a1> A+I 2S - A 1 _ 
a:r- + --r-1> A+I = - r ti 1> A' (3.2) 

where A = 0,1, ... , (2S - 1). The quantities 1> A have 
spin weight S - A. 

The spin S field that contains retarded multipoles 
through order L, for L '2: S, is given by 

~s fB,n (u, r" 0 
1>B = u (3.3) 

n ~2S-B rn+l 

Substitution of Eq. (3. 3) into the field equations yields 
conditions on f B.n that can be shown to reduce to the 
following: 

155/0.L+ S = - (L + S)(L - S + l)/o.L+s, (3.4a) 

(2S - m) lo.m + (2S - m )(S - m - 1 )(vl v)fo.m 
= [ti5-(m -1)(2S-m)]fo.m _1 , (3.4b) 

In = (2S + 1), ... , (L + S), f A.L+S+l =f A.2S-A .. I = 0, 

iA.2S-A - (S + l)(vlv)f A.2S-A = - 15fA+1.2S-A-1' 

(2S - A - n -1)fA+I.n = - "5 f A •n, 

n = (2S - A), .. , ,(L + S). 

(3. 4c) 

(3.4d) 

We now find the multipole structure of the field. 6 The 
eigenfunctions of spin weight s satisfy 

t5"5{31 = - (l + s)(l - s + 1)(:31 

and (vi v){3/ and ~/ have angular parts 1 - 1, 1 and 1 + 1. 
(The part of order 1- 1 is not present when 1 = s). 
Equation (3.4a) states thatfO.L+S is an eigenfunction 
of order L; hence we can begin with 10 •L +S and proceed 
through Eqs. (3. 4b), (3. 4c), and (3. 4d) to obtain the 
multipole structure of f B.n' The analysis of Eqs. (3. 4) 
is done in the same manner as it was for Eqs. (2.6) 
and (2.7). We findfo,n has multipoles of order n - S to 
order (2L + S - n), andk2s -B has multipoles of order 
Is - B I to order (2L - S· + B). In particular the ra
diation fieldj 2S.0 has multipoles of order S to order 
2L + S. 
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It can be shown that the lowest order multipole of each 
of the quantities f 0 nand f B 2S-B for B :;;; S is not de
termined by Eqs. (3. 4). Th'ese are the multipole mo
ments of the source, they may be given arbitrarily. 
The highest order part of eachfo.n andfB.2S-B ,B :;;; S, 
is necessarily present due to the presence of the 2L
pole. 

In the case of a source that has only the single 2 L -

pole the counting argument applied to Eqs. (3.4) shows 
that the radiation field contains multipoles of order S 
to order 2L + S. The beginning order for the radia
tion field due to a 2 L-pole source is established only 
by a counting argument, and so it is conceivable that 
in special cases cancellations would occur such that 
the lowest multi pole order of the radiation field would 
be greater than S. 

For the case L < S we must have <PB = 0 for B :;;; 
S - L - 1. We find that the radiation field for this case 
also has multipoles of order S to order 2L + S. 

These results may be more clearly understood by 
referring to the array 1 B.n shown in Table 1. The 
term 10 .L+S in the upper right corner of the chart 
has the 'single multipole L according to Eq. (3. 4a). 
Equation (3. 4b) shows that each successive term to 
the left of 10 . L+ S has multipoles that range from one 
order lower to one order higher than its preceeding 
term. Then Eq. (3. 4c) shows that in general the mul
tipole range continues to change in this manner as we 
proceed down the diagonal from 10 .2s to Is.s. From 
f S.S to 12s.0 the lowest order and the highest order 
multipoles increase by one with each successive term. 
Equation (3. 4d) shows that in each column every term 
below the top is determined by the term immediately 
above it, as indicated by the vertical arrows. 
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TABLE I. 

r 
1>0 0 

<PI 0 

<PS 0 o f 5,S 

/ 1 

o 
,( 

o f1,25-1 

r2S"-:;:I 

f 0,25 <-- E-- fO,LI S 

1 1U 

fs.L,s 

A nonsingular spin weighted quantity can have no an
gular parts such that 1 < 1 s I. In particular, when 
A 2: S, 1 A+1,2S-A-lcan have no angular parts for 
which 1 < Is - A-II = A - S + 1; hence (forA 2: 5)the 
left-hand side of Eqs. (3. 4c) can have no angular parts 
for which 1 =A -5-1 or l =A -5. (The first condition 
is not present when A = 5). These conditions consti
tute restrictions on the source properties. In electro
magnetism (5 = 1), for example, these conditions are 
merely charge conservation. 

In linearized gravitational theory (5 = 2) these condi
tions compose part of the equations of motion of the 
source. Newman and Young l have exhibited these 
conditions explicitly for the case of a pole-dipole 
source and have obtained the equations of motion. 
We have found that when the source is taken to have, 
in addition, an intrinsic quadrupole moment the condi
tions that result from Eqs.(4.3c) do not involve the 
quadrupole moment. 

fused with the spin (S) of the field; the spin-S field involves scalars 
having spin weights from - S to S. 

5 See, for example, R. Penrose, Proc. Roy. Soc. (London) A284, 159 
(1965). 
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A collision time approximation for the production of partly collisional particles ("neutrinos") from a collision 
dominated fluid ("electrons and photons") within closed anisotropic Bianchi type IX cosmologies is discussed. 
Two distinct, constant, times are introduced; the neutrino production rate le- 1 is distinct from the neutrino de
struction rate iv-I. The conservation of energy and momentum is discussed, and it is shown, for a subclass of 
rotating closed cosmologies and for Maxwell-Boltzmann neutrinos, that the local entropy production rate s ";" 
is positive, aside from "rest entropy" terms, i.e., terms representing a fixed amount of entropy permanently 
attached to each neutrino (which goes out of existence when the neutrino is destroyed and reappears when a 
neutrino is regenerated). The results here contain as appropriate limits the same conclusions within special 
relativity and within simpler (Bianchi type I) cosmologies. 

1. INTRODUCTION 
In previous papersl, 2 (referred to hereafter as IX-A 
and IX-B), we have given a discussion of kinetic 
theory in closed rotating cosmologies of Bianchi type 
IX.3 These models are rotating, anisotropic genera
lizations of the closed Robertson-Walker cosmo-

logies. 4 ,5 In papers IX-A and IX-B, we considered 
anisotropic world models containing a mixture of 
fluid constituents (say a thermalized photon-elec
tron -positron gas) and a collection of collisionless 
particles (say neutrinos) which were presumably pro
duced at some instant in the evolution of the model. 
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A collision time approximation for the production of partly collisional particles ("neutrinos") from a collision 
dominated fluid ("electrons and photons") within closed anisotropic Bianchi type IX cosmologies is discussed. 
Two distinct, constant, times are introduced; the neutrino production rate le- 1 is distinct from the neutrino de
struction rate iv-I. The conservation of energy and momentum is discussed, and it is shown, for a subclass of 
rotating closed cosmologies and for Maxwell-Boltzmann neutrinos, that the local entropy production rate s ";" 
is positive, aside from "rest entropy" terms, i.e., terms representing a fixed amount of entropy permanently 
attached to each neutrino (which goes out of existence when the neutrino is destroyed and reappears when a 
neutrino is regenerated). The results here contain as appropriate limits the same conclusions within special 
relativity and within simpler (Bianchi type I) cosmologies. 

1. INTRODUCTION 
In previous papersl, 2 (referred to hereafter as IX-A 
and IX-B), we have given a discussion of kinetic 
theory in closed rotating cosmologies of Bianchi type 
IX.3 These models are rotating, anisotropic genera
lizations of the closed Robertson-Walker cosmo-

logies. 4 ,5 In papers IX-A and IX-B, we considered 
anisotropic world models containing a mixture of 
fluid constituents (say a thermalized photon-elec
tron -positron gas) and a collection of collisionless 
particles (say neutrinos) which were presumably pro
duced at some instant in the evolution of the model. 
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At no time did we discuss dissipative mechanisms in 
such a collection of particles. But a collection of 
electrons certainly interacts (although weakly) with 
neutrinos that pass sufficiently close, so that one is 
forced, on this picture, to consider collisional sys
tems. 
We shall take the simplest possible approach to the 
kinetic theory of occasionally colliding particles; we 
will introduce a collision time approximation. 

The method here will be one suggested by Misner and 
used by Matzner and Misner6 and Matzner. 7 These 
previous papers dealt with a Bianchi type I cosmo
logy and will be hereafter denoted I-I and I-IT, res
pectively. The type I models have infinite spatial sec
tions (as opposed to the compact 3-surfaces in type 
IX), and furthermore the geometry of the model re
quiresB TOi = O. This means that there can be no 
transport of matter as observed from the frame of an 
observer to whom the universe looks homogeneous. 
Furthermore, the net rotation of fluids in such a type 
I model must vanish. 

This type IX model uses the techniques first applied 
to type I models in I-I and I-II. Because of the addi
tional complexity allowed in type IX models, we shall 
find that many of the simple-minded techniques ap
plied in type I will not work here. In general, the dif
ference is that more attention to thermodynamics is 
demanded by type IX models. These calculations are 
interesting both as they pertain to cosmology and as 
simple examples of nonequilibrium processes. In 
fact, important cosmological questions such as the 
dissipation of anisotropy are not yet resolved in these 
more difficult type IX models. 

The central result of this paper is that, according to 
the generalized collision-time approximation used 
here, entropy increases for Maxwell-Boltzmann neu
trinos within a particular subset of type IX models. It 
contains, therefore, the proof of this fact both within 
the framework of special relativity and within the type 
I dissipation models previously discussed. We expect 
on physical ground that the same result must hold for 
other statistics, but the calculations are much more 
complicated in that case and we have not carried them 
out. The calculation for general type IX also involves 
much additional complexity and that investigation is 
also left for the future. 

We may compare the methods used here to other ap
proaches, such as those of Stewart. Here we approxi
mate the Boltzmann equation (by a collision time 
approximation) which gives reasonable results over 
a wide range of behavior-from collisional to essen
tially collisionless particles. We treat the dynamics 
of the geometry in these closed universes exactly. 
Stewart has taken two approaches which complement 
this one. He and others have given a treatment9 , 10 
which approximates certain dissipative e;fects by 
their upper bounds in the long mean -free time limit. 
The stress tensor then is not directly computed from 
the distribution of particles in the model. Hence 
there is also an approximation in the treatment of the 
dynamics. On the other hand, he has also (with 
Anderson) given a discussion of transport theory, cal
culating viscosity and thermal conductivity for in
stance. For a summary, see Ref. 11. These results 
are applicable to cosmologies in the very short 
mean-free time regime. Our (different) approxima-
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tion allows us to bridge these two regimes and to ob
tain a somewhat more accurate treatment of the dy
namics in the almost collisionless regime. 

2. METRIC AND STATEMENT OF PROBLEM 

The metric describing a rotating type IX model has 
been given many times previouslyl, 12, 13 

d 2--dt2 +R2(t) 213 i j s - eij a a (2. 1) 

Here the a i obey the type IX curl relation da i = 
Eijkajak. In Eq. (2. 1), R(t) is a function giving the 
radius of the universe, and f3 i . is a traceless 3 x 3 
matrix. We introduce the nofation 

QI = In R/Rmax (= - n + const), (2. 2) 

where Rmax is the maximum radius of the universe. 
Notice QI increases as R increases, in contrast to 
Misner's14 "Q-time" defined as - QI + const. The 
usage QI is consistent with the type I discussion gi
ven by Misner 8 and also found in I-I and I-II. It was 
also used for type IX by MSW,13 We shall use QI as a 
time because we shall always treat the early ex
panding phase of the universe, and QI is then a single
valued function of time and can be used as a perfectly 
good time variable. The sign of QI in Eq. (2. 2) above 
is chosen because we expect the QI-time to increase 
as the entropy increases while the universe is emer
ging from its initial singularity. 

The matrix f3ij appearing in (2. 1) can be partly para
metrized by giving two parameters that depend only 
on its eigenvalues. B 

f3- = (f3 1 - f3 2)/(2{3), (2.3) 

with f31, f3 2 , f3 3 the eigenvalues of f3 taken in any order. 
A complete parametrization of f3 requires a specifi
cation also of the orientation of its principal axes. If 
the matrix bij = diag{f3 v f3 2' f3 3)' we define three Euler 
angles cr, l/;, e by 

(2.4) 

where the matrices K 1 and K 2 are the generators of 
rotation in the (I, 2) and (2, 3) plane, respectively. 1. 12 

In a general type IX model, all of the set (f3+, f3-, cr, l/;. 
e) are functions of time. The GOi = TOi equations 
show that the momentum flux TOi vanishes only if 
cr = const, l/; = const, e == const, and a transforma
tion can then be performed to set them all to 
zero,15, 16 If TOi "" 0, there is rotation of the basis 
tetrad compared to parallel transport along the t
lines, and also the average kinematical rotation17 is 
nonzero. 1,13,15 

There is an important subclass of models which have 
nondiagonal f3ij (hence, rotate). This type has been 
called nontumbling {MSW)13 because in this case the 
prinCipal axes of the metric rotate about a fixed di
rection' which may be taken as the 3 axis. The metric 
components g13 andg23 then vanish, and the only non
diagonal component is g 12' We shall not write the 
metric out at this time; see IX -A or Ref. 15. 

In nontumbling models, only the momentum flux com
ponent T03 is nonzero. For simplicity in this paper, 
we will deal only with the nontumbling rotating models. 
We shall take models, therefore, in which each con
stituent species has a momentum flux only along the 
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3 axis (the rotation axis). We feel that this case will 
give all the essential physics, and it certainly leads to 
simpler mathematical expressions. 

As we mentioned in Sec. 1, we wish to deal with a situ
ation in which there are at least two types of matter. 
The first type we take to be a collision dominated 
fluid; an example of such a fluid is a collection of pho
tons, positrons, and electrons at temperatures of 
order 1010 K. The electromagnetic interactions of 
such particles assure that the mean free time be
tween collisions in such a system is very short so 
that it behaves as a fluid. It thus has a rest frame 
with a well-defined 4 -velocity ua (defined by either 
the requirement of zero number flux or equivalently 
by the requirement of zero momentum fluX; they are 
the same in very collisional systems). It also has a 
well-defined energy density fP and a pressure fP 

which is isotropic in the rest frame and which is 
taken as fP = (p/3 since we deal with very hot, very 
relativistic systems. 

The other matter in the models we consider is a col
lection of occasionally colliding (but otherwise free) 
particles which must be described by use of kinetic 
theory. We thus postulate the existence of a homo
geneous distribution function18 F. In terms of this 
distribution function F, the stress tensor arising from 
the almost collisionless particles is 

(2. 5) 

Here the qa are the components of the momentum of 
a particular one of the almost collisionless particles 
expressed in the {dt, aiJ basis of Eq. (2. 1), and 
d3q == dq1 dq 2dq 3' In the following discussion. it will 
be useful to have explicitly calculated the neutrino 
stress tensor. We shall follow IX-A in this analysis. 
We assume the neutrino distribution function repre
sents particles which were in a thermal distribution 
at the instant ad and subsequently evolved freely 
"decoupled." The 4-velocity defined by this thermal 
distribution is U "'. In what follows, a superscript zero 
(0) above a symbol indicates its components in an 
orthonormal frame {dt, Wi} with Wi == Refjaj. Hence, 
R ex are the components of u ex in this frame. 

Because we take a distribution function which was 
thermal at the instant ad, F was a function of the 
formj(uex,qcx/Td) at that instant. (Td is the decoupling 
temperature.) 

Subsequent to the instant ad, the distribution function 
is assumed to evolve according to the collisionless 
Boltzmann equation and hence can be expressed in 
terms of the constants of geodeSic motion. We shall 
use the quantities k; = q; (ad), the 3 -momentum com
ponents at the decoupling time ad. We shall always, 
in what follows, consider a collisionless distribution 
function to be a function of these ki . In that case such 
a distribution function is not a function of time, and 
all time derivatives of the distribution function 
vanish. 

Let us compute TOO for a distribution function which 
was thermal at some instant: 

TOO == R-3 j(R-2eij2IlQiqYI2j(R;?Td-1k[ ])d 3Q. (2.6) 

Here k == (klz)1/2 is a constant of the motion (IX-A). 

The factor in the argument of j which is not written 
out in (2. 6) is 

o _ d II 0 -8 d [ ] == uO(ei /
8 mim) 2 - ute1k m k. (2.7) 

In Eq. (2.7), m i = kill. The argument of fin (2.6) and 
(2.7) is simply u",kci/Td expressed in the {dt, ail 
frame. 

In IX-A, it is shown that the Jacobian connecting the 
variables qi with their initial values ki is unity, as is 
the Jacobian connecting the angular element formed 
from the angles mi with that formed from the angles 
n i == q/(ql qz) 1/2. The integration element in (2. 6) can 
then be written k 2dkdw; a factor k = q can be factored 
from the q 0 term. Then a substitution z == k[ ] 
R;/T;;I in the k integral gives 

(e- 28 n n ) 1/2 
TOO = R-4R4T4j.dw ij i j j41T F(Z)z 3dz (2.8) 

d d 41T[ ]4 J' 

Since j is a well-defined function, the z integration 
gives a constant which we call ~. It is the "Stefan
Boltzmann" constant appropriate to the type of par
ticle under consideration. The angular integration 
yields an object which depends on the present aniso
tropy {3, the decoupling anisotropy (3d, and the values 
B ex, giving the rest frame of the matter when it de
coupled. It also depends on the metric behavior in the 
interval between ad and a in a highly nonlinear way 
since the metric affects the evolution of the ni , which 
for the purposes of integration are considerd func
tions of the mj and of t. We write1 

TOO = R-4RaTjay[1 + l{;({3, t)], 

where v,; 2" 0 is defined by the angular integral in 
(2.8). 

(2.9) 

Similarly, we can proceed to compute the momentum 
flux Toi ' We have 

TOi = - R-3 jqJ(R-;/T;;1k[ ])d3q 

== -R-3RaTijni(dw/41T)[ ]-4j41Tj(z)z3dz (2.10) 

= -- R-3~RaTjli , 
where li is defined by the angular integral 

The components Tij can be obtained as in IX-A by 
noting that TOO = Tt, while the anisotropic stresses 
may be obtained from the expreSSion (IX-A) 

£j - t 6ij~kk == ~- Pv a~~; t) (2.11) 

The derivation of Eqs. (2.6) - (2. 11) is more thoroughly 
discussed in IX-A. 

3. THE COLLISION TIME APPROXIMATION 

The evolution of the distribution function F is given 
by the Boltzmann equation.1 8 However, the Boltzmann 
equation is a highly nonlinear integro-differential 
equation and hence is quite difficult to solve. We 
shall instead use a modified form of the collision 
time approximation. 

Consider the following Situation. At some instant a' 
in the evolution of the universe, the fluid (collision
dominated) matter in the model has 4-velocity ur(a') 
and a temperature T(a'). Let us suppose that, at the 
instant a', there is suddenly produced a thermal dis-
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tribution of particles, in the rest frame of the fluid, 
with the same temperature as the fluid. That is, at 
the instant ex I, the distribution function for these par
ticles is isotropic in the rest frame defined by uY(ex') 
and is in all respects a thermal distribution with 
temperature T(ex ' ). Let us further suppose that. sub
sequently to the instant ex I, the distribution function 
evolves according to the collisionless Boltzmann 
equation, e.g., the particles are thermally produced 
neutrinos. We label such a function, which was ther
mally decoupled at ex I, fa I. In a system in which the 
"neutrinos" were produced over an interval of time, 
we expect the total distribution function to be a super
position of such fa I, 

(3.1) 

Here W(ex, ex ') is a nonnegative weighting function. 

The evolution of the distribution of occaSionally col
liding particles is postulated, as was done by 
Matzner,7 by giving the time evolution of the weight
ing function W(ex, ex'). We postulate 

awv H{: 15 (ex - ex ' ) 
-=--+----
aex atv ate 

(3.2) 

(the dot means d/ dt). Here tv is the (average) time 
required for collisions to remove neutrinos from the 
system (e.g., the time required for a neutrino-anti
neutrino pair to collide and produce an e± pair), 
while te is the average time for production of neutri
nos from the electron fluid. Both tv and te realisti
cally depend on parameters entering the system, but 
here we take them to be constants. 

The meaning of Eq. (3.2) becomes clear when we com
pute the time derivative of the distribution function 
defined by Eq. (3.1), using Eq. (3. 2). Making the as
sumption that Wv (ex , ex ' ) vanishes for all ex ' 2: ex, we find 

aF J H{: E; at = - T fa Idex I + t 
v e 

F Ft =--+-
tv te 

(3.3) 

(3.4) 

Hence, F satisfies a collision time approximation with 
distinct production and destruction times. In Eqs. 
(3.3) and (3.4), Ft is a thermal distribution which has 
the same rest frame and temperature as the electrons 
at the current instant. 

4. THE CONSERVATION LAWS 

Equations (3.3) and (3.4) are the only statements we 
shall have to make about the material interactions, 
aside from the equation jP = ~ jP assumed for the 
electron fluid. All the other information is contained 
within the conservation laws. One of them, 

TOil., = 0, 

reads (IX-A) 
o 

(TOOR4)' R-4 = -1i/Jij 
Here8 

(J = !(e B)' e- B + e- B (e B )' ],' ij - 2 'J' 

(4.1) 

(4.2) 

Because {3 is traceless, (Jij is also traceless. Defining 
jTf1.U = (IP + jP)Uf1.UU + pgI"V, we have 
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R-4(jTOOR4)' + (Jij(jP + jP)ViVj 

+ (Pu[l + (V»)R4)' R-4 = (JiyPv <;/). (4.3) 
'J 

Here Vi == Vi = R- lei
J
,8u , is introduced as a shorthand 

a J 
for u;. The angular brackets denote an average; for 
any quantity A(ex ' ) which is a property of a particular 
distribution which is decoupled at the instant ex I, 

L: (R'T' /R)4Wv (ex, al)A(exl)dex ' 
(A) == a . (4.4) 

L"" (R I T' /R)4 H'v(ex, ex ') dex I 

Defining the quantity Pv introduced in Eq.(4. 3), 

P = a fa (R IT'/R)4 W (ex a')dex ' 
II v -00 "" 

we rewrite Eq. (4.4): 

with 

auI-: WE (ex, ex')A(ex')dex' 
<A)==-------------

PuR 4 

WE = (RIT')4Wu' 

(4.5) 

(4.6) 

(4.7) 

When forming the averages involving v., ({3, t), we have 
suppressed the subscript II. Notice that the right 
side of Eq. (4. 3) uses Eq. (2.11). 

Now 

;a (pu R4[1 + < V)]) 

= :CX(au f (l + Vu) WEdex) 

= auf[- ~E + (RIT')4 O(ex.-ex
f

)] 

ex tv exte 

Javv 
+ (Jija V -- WEd 0 I 

a(3ij 
(4.8) 

(Because v., depends on time through ni as functions 
of mj and t as well as through (3, it might be expected 
that other terms would appear in dVjdex. However, 
it is shown in IX-A that such terms in fact vanish.) 

The last term in Eq. (4. 8) is the same as the right
hand side of Eq. (4.3). Furthermore, 

llv (RT)4[1 + Vv ] I "d c ", 

which is a factor in the result of the 15 -function inte
gration on the right in Eq. (4.8), is the energy density 
of a thermal distribution of neutrinos with the same 
4 -velocity and temperature as the electron fluid at 
the instant ex. Hence, aside from statistics, the ener
gy density must equal that of an electron gas with this 
temperature and velocity: 

where the over-all factor r is inserted to take account 
of differences in statistics. 

Equation (4.8), therefore, reads 

d pR4[1+<V)] 
_ (PvR4[1 + < V)]) = _ -,-u __ -=-. __ ...::. 

dex ex~ 

J avv 
+ (J, ,av -- w'E dex' 

'J a{3 " 
'J 

+ (IP + jP) (u O)2 - jP rR4, 

ate 

(4.9) 
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and the conservation law, Eq. (4. 1), reads 

d l} aij 4 _Hi. (u O)2 -:3] pR4 +-. - pv.v.R4 
dO' . 3 f 0' 3 j t J 

pvR4(1 + (V)] rR4 jP(~ U 0
2 - t) 

(4.10) 

Here we have simplified the equation by introducing 
the relation jP = jP/3. 

The quantity t/rcan be considered an "effective" 
collision time for neutrino energy density production 

from electrons. The last equation shows the energy 
density of the electrons being increased by the work 
done by the changing anisotropy of the metric (the 
aij Vi Vj term), an effect which is present even when 
te and tv are infinite. In each interval dO' the energy 
density is further increased by 

energy supplied by colliding neutrinos, and diminished 
by 

[r jP(~u02 -t)/ci!teJdO' 

energy taken from the electron fluid to produce more 
neutrinos. 

Just as we have seen that the TOa: a = 0 conserva
tion law yields information about j TOo, we will use 
the T,a;a = 0 conservation laws to obtain informa
tion about, TOi • 

This Bianchi identity can be written, for type IX 
hom'ogeneous models, 1,16 

(R3TOir =R3Eijk~lgkZ. 

Hence 

[R3(,p + jP) uOuir -[J~(0',O")dO"Jd3q qJa,r 

=R3 Eijk(,P + ,P)uj u I R-2e -U 

R 3 R2 B B la V ) R- 2 -2 B ) - EiJk ejpelSpu ~{3ps e kl . (4.11 

We now impose the requirement that both the electron 
gas and the neutrinos have momentum directed in one 
of the principal directions of the matrix f3ij ; this is 
a nontumbling situation; we shall take only T03 non
vanishing and T03 (V) nonvanishing. In that case one 
also has e-~r = 0 for i ,., 3, and we see that the term 
on the right in Eq. (4. 11) involving the fluid quantities 
vanishes. 

We subsequently restrict ourselves to these non
tumbling models. We find, for the second term on the 
left in Eq. (4. 11), 

d 
- dt rJ~(0',O")dO"Jd3q qJa'] 

W 
= r -l:'..a (R'T')4l. (a') da' . tv v , 

- r 0 (a- a') Jd3 .f,d I . t q q, a 0' 
e 

- JWv(a, a') da' J d 3q q;fa" (4. 12) 

In the first term on the right, we have used Eq. (2. 10). 

The last term on the right in Eq. (4.12) is 

q.qk 
jWv(a, a')dO" JEij k _J_ fa' d3q = R31jz (v)e-2Bkl~j k R -2, 

qO 

[Since the geodesic equation in these type IX models 
is qi = -Eijk%qk/qO (Ref. 19)1. This term will cancel 
the neutrino term on the right in Eq. (4. 11), in view 
of Eq. (2. 11). The first term on the right in Eq. (4. 12) 
can clearly be written as PvR4(li) ltv' The remaining 
term represents the quantity - R 3T odte for a distri
bution 01 neutrinos which is comoving with and has the 
same temperature as the electrons at the instant a. 

Hence (4. 11) reads 

[R3(jP + ,P) uOuiJ" + PvR4 (li l t;l 

+ (R3/te) r(jP + jP) uOui = 0 (4.13) 

for this nontumbling case where only l3 and u 3 are 
nonzero. 

Equations (4.10) and (4.13) can in principle be solved 
to give information directly about jP and Uj. The ex
pressions are very involved, however, and we will not 
compute them at this time. 

5. THE PRODUCTION OF ENTROPY 
Because there are supposedly dissipative interactions 
between the electron -photon fluid and the partly colli
sionless neutrinos, we expect a production of entropy, 
Le., we expect 

SI':Jl =: (s (e)UIl);J1 + S (V)fl~l 

;. 0, 

where S (e) is the specific entropy density of the elec
tron -photon fluid, and S (v/ is the entropy flux associ
ated with the neutrinos. The definitions of see) and ua 
follow directly from thermodynamics and hydrodyna
mics. The quantities for the neutrinos will be obtain
ed from the usual statistical mechanics formulas. 
The derivation in this section is a generalization of 
that of Marle20 who considered multicomponent sys
tems only briefly. 

Now the rest frame fluid entropy density see) is given 
by 

see) == i ae T3, (5.1) 
where 

jP == ae T4. 

We shall proceed first to compute the divergence of 
the electron-photon fluid's entropy vector. In the 
basis {dt, a i }, the connection forms obey r~j == 0, 
and hence we have simply (since we deal only with 
homogeneous quantities) 

(5.2) 

Because of Eq. (5.1), we see that see) is proportional to 
jp3/4. We can, therefore, use the previOUS conserva
tion laws, Eqs. (4.10) and (4.13), to compute the quan
tity (5.2). We use the identity 

In[jpR3u3uO] == In[jPR4 u O 4/3] + In[u 3/(RuO 1/3)]. (5.3) 

Recall that u3 is the only nonvanishing component of 
u i ' Equation (4.13) gives the time derivative of the 
right side of Eq. (5. 3). Hence we can compute 
(R3 s(e)u O)', using Eq. (4.13), and with additional terms 
arising from the last term in Eq. (5. 3), In order to 
reduce the resulting expression, we need to evaluate 
the quantity (u~)' which appears: 

J. Math. Phys., Vol. 13, No.7, July 1972 
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(U 0
2 )" = (1 + R-2eiyBuiuj)" 

= - 2QI(u0
2 -1) + 2(eiJB)" R-2 UiUj 

+R-2 e-2B u U (U 32)" 
33 3 3 (ui) 

where we inserted the nontumbling condition. Hence 

(u0
2)" = - 2a(uo

2 - 1) - 20" ij vivi + 2(u0
2 - 1) (lnu 3)". 

(5.4) 
Inserting the expression Eq. (5. 4) and multiplying 
through by 3uo 

2, we obtain 

3uo2 ~ In[jpR4uo4/3] + r 3u0
2 

+ 3u
o2 ~PvR4(/3)/tv 

te jpR u 3UO 

-a{2uo2 + 1) + (lnu 3)" (2uo2 + 1) = -O"ij vi 11. 
(5.5) 

Starting again from Eq. (4.10), we can again compute 
(d/dt) In(jPR4uO 4/3), obtaining 

(u o
2 - {) d 

3u 2 - In{ pR4u 4/3) + (2u 2 + 1) ° (u o
2 -1) dt j 0 0 

• 3uo
2 (u 0

2 - {) 
x [ - a + {lnu3)·J + - r 

(u0
2 -1) te 

(U0 2 -1) t VjpR4 
(5.6) 

Subtracting Eq. (5.5) from Eq. (5.6) and multiplying by 
(u 0

2 -1)/3u0
2, we have 

d 3 d 
dt In(s(e)uoR3) = 4" dt In(jpR4u04/3) 

3 r 3 PvR4[1 + ( V)] 
- -+-
4 te 4 tv jpR4 

~PvR4<l)/tv 
+(u0

2 -1) R3 
jP u3uO 

(5.7) 

This is the equation giving the evolution of the entropy 
density of the photon-electron fluid. 

It is useful to rewrite this expression using the rela
tion see) = ijpT-l [Eq.{5.1)]: 

(s(ejlOR3)" = (l/RT) [ - r jPuOR 4t;l + uOpvR4 

x (1 + (V»)t-;;1-(u0
2-1)(PvR4) (l3) t~lRu:?]. 

(5.8) 

The first term on the right represents loss of fluid 
entropy as electrons are destroyed to produce neutri
nos, while the second term shows the increase in elec
tron -photon entropy when energetic neutrinos collide 
to produce neutrinos. The final term can have either 
sign and represents an interaction depending on the 
matter flow in the two species. 

We now turn to the neutrino entropy flux. We define 
it in the usual way21, 2 2 expressed in the {dt, ail basis 

sll(v) = - R-3 J qllF In(F/ e') ~ (5.9) 

(for Maxwell-Boltzmann neutrinos). Hence, 

sO(v) = - R-3 J F In(F/ e') d3q, (5.10) 

where e' is a constant with the dimensions of F. 
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Now 

SIl(lJ);/l = R-3(R3 S 0(v»)", 

(R3 s0(v))· = - J F[ln(F/e') + 1] d3q. 
(5.11) 

We use Eqs. (3. 3) and (3.4) and rearrange terms 
slightly to write 

(R 3 sOCfl ))" = J[~ _;IJ [In (Ft;;l) + In (Ft
) 

"IJ e F/;l e' 

+ 1 + In(oVe-1)J d 3q. (5.12) 

As we desired, the term (Ft;;l - Ftt;l) In(Ft;lFt-1t e ) in 
Eq. (5.12) is nonnegative. Let us consider the quantity 
In(~/ e'). F t is a neutrino distribution which is ther
mal at the current instant and has the same tempera
ture and 4-velocity as the electron-photon fluid. Since 
we restrict the discussion to Maxwell-Boltzmann 
distributions, the logarithm is especially easy to com
pute: 

In(F/ e) = e" + (qcxucx/T), (5. 13) 

with UCX the 4-velocity of the electron fluid. In the 
{dt, Wi} orthonormal frame, we have 

00 0 0 . 
qcxucx=-qu +qi V ', (5.14) 

where we make use of Bi =: Vi. In terms of the inte
gration variable q i' we have 

qcxucx= -R-l(eiy8qiqj)1/2uO +R-le·~}Vl}.v3, (5.15) 

recalling that we deal with a nontumbling situation so 
u i has only a 3-component. 

The constants 1 + In(tjte ) appearing in Eq. (5.12) and 
the constant e"from Eq. (5.13) implied in (5.12) con
tribute to what might be called the "rest entropy" part 
of the entropy change since they give the same change 
in entropy any time a neutrino is created or des
troyed. We consequently assume that these constants 
have been adjusted to make the rest entropy per par
ticle some convenient quantity; we shall set it equal to 
zero. 

In computing the remaining neutrino entropy diver
gence terms, then, we need only consider those arising 
from Eq. (5.15). The terms involving F ltv are par
ticularly easy to compute; use Eqs. (2. 9), (2.10), and 
(4.6) to obtain 

JF qcxuCXd 3q = - uO(R4Pv)[1 + (ll)] R-l 

(5.16) 

The calculations involving F t are also straightforward 
because F t is thermal with the same 4-velocity and 
temperature as the electron-photon fluid: 

Hence 

(R3s 0(v»)" = (l/RT)[ -uO(PvR4)(1 + (V»)t;;-l 

+ V 3etk(PvR
4

)(lk)t:
1 + r(jpR

4
)uOt;1] 

(5. 17b) 

+ (positive terms) + ("rest entropy" terms). 
(5.18) 
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The bracketed terms written out in Eq. (5.18) are 
precisely the negative of the fluid entropy flux diver
gence, Eq. (5.8). The only term for which this is not 
entirely obvious is the (lk> term. But, in Eq. (5.8), 
we can write 

2 -1 -2 -213 )-1 
- (U o - 1) RU 3 = (R e 33 u 3u 3 RU3 

-2/3 -1 
= - e33 u3R 

-13 = - e33 v 3' 

The result then follows: This 2-fluid model which ex
presses collisional processes in terms of two distinct 
collision times predicts entropy increase in every 
situation. 

6. DISCUSSION 

Finding that the entropy increases in the model dis
cussed here, a model supposed to describe dissipation 
in homogeneous cosmologies, is satisfying from a 
physical viewpoint. However, the result says very 
little specifically about questions currently of interest 
in such cosmologies, for instance, whether the dissipa
tion acts to reduce the over-ail anisotropy of the sys
tem. Intuitively we feel that an entropy producing 
interaction should provide a "frictional force" which 
would tend to bring the rest frame defined (in some 
way) by the neutrino distribution into coincidence 
with the fluid rest frame. That idea has not yet been 
completely analyzed, but we saw in Eq. (4.12) that 
there is an additional "torque" proportional to 
1j I (Il) e ,,/713 €ijk which tends to change the quantity 
TOi(v) and so no alignment of the rest frames seems 
possible so long as the anisotropy matrix {3ij is non
vanishing, except for special cases. This is presum
ably one mechanism for anisotropy dissipation, but a 
complete study of this mechanism is left for later 
investigation. 

It should be pointed out that all results found here can 
be directly applied to the similar calculation in type I 
cosmologies simply by setting €ijk to zero wherever 
it appears. (The matter currents TOt must also va
nish to type I.) This is then a justification of the ther
modynamics implicit in the approach to dissipation 
utilized in the discussion of dissipation in type I cos
mological models. 6,7 

The present work can be completely divorced from the 
question of anisotropic cosmologies. The entire cal-
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culation becomes special relativistic simply by setting 
R = 1, e~ := 0ij' setting €ijk to zero wherever it ap
pears and setting PIl(l + <V)] = Too(v). The calculation 
then describes, via a two-time collision apprOxima
tion, the interaction between a partly COllisional neu
trino gas and an electron-photon fluid streaming 
through it. 

For instance, one may consider in special relativity 
the relative streaming of an electron-photon fluid 
with temperature T and 4-velocity uCf. through a part
ly collisional neutrino gas which instantaneously has 
a thermal distribution with 4-velocity u a and tem
perature T. Then 

+.:: {[(jP + jP) u0
2 - jP] uO 

Tte 

- (jP + jP) uOu3 u3}, 

while 

s~(e);~ = - (riTte ) jPUO 

+ (l/Tt v) {[(Pv+ PIl ) uo
2 - Pu] uO 

- (pv + Pu) U ou3u3}. 

The sum of these two, 

sfJ;p = (Pllltv) [-uOIT+(1/T)(~uo2uO-1uo 

- ~ u 0u 3U3)] + (jprlte) [ - uO IT + (liT) 

(
4 2- 1 4 -] 

X sUo uO- 3 UO -SUOU 3u 3) (6.1) 

(where we used Pv = 1 Pv, jP = 1- f p) reduces to a more 
familiar form 

Sil. = uo[ P" (~ _!) + jP (~_ !.)] 
.11 t T T t T T Il e 

(6.2) 

when the fluids are relatively at rest (u 3 = u3 ). Equa
tion (6.2) does not appear to be relativisticly invariant 
becuase of the factor uO• But te and tv are defined in 
the observer defined rest frame [see Eqs.(3.3) and 
(3.4)], and U ° is simply the Lorentz factor to correct 
to fluid's rest frame. Hence Eq. (6.2) is in fact 
Lorentz invariant.23 Equation (6.2), together with the 
fact that SfJ;1l ?- 0 as shown earlier, may be interpreted 
to mean "the net heat flow is from the warmer to the 
cooler object." 
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A brief outline is given of different types of approaches to the derivation of relativistic wave equations for free 
particles of arbitrary mass in and spin s. It is pointed out that all such equations can be subsumed in a stand
ard form involving wavefunctions transforming according to the representation D (0, s) '1l D (s, 0) of the Lorentz 
group. Generalizing earlier work employing this standard form, we determine all such equations {in a standard 
form) which are invariant under the Poincare group and the combined operation El '" TCP. It is shown that the 
resulting equations are automatically invariant under T, C, and P separately. 

1. INTRODUCTION 

Relativistic wave equations for the description of 
particles of arbitrary spin s and mass m have been 
under investigation for over four decades now, in fact 
ever since Dirac's discoveryl of the celebrated spin 
-t relativistic wave equation. The requirement of 
manifest covariance, which was such a powerful force 
in determining the form of the Dirac equation, con
tinued for many years to playa dominant role in in
vestigations on the higher-spin cases, and in fact 
little else was demanded of relativistic wave equa
tions. By 1950 a number of alternative manifestly co
variant forms had been discovered.2 There seems to 
have been no systematic attempt during this period 
to formulate clearly the minimum requirements on 
relativistic wave equations for given spin and mass 
and to determine the class of all wave equations con
sistent with the requirements, or on the other hand to 
explore in detail the interrelation between the known 
equations. The outstanding work of Harish-Chandra3 

forms an exception to this statement. By determining 
the condition on the matrices PI" iJ. = 0, 1,2,3, in 
order that the equation 

({3 a)! + im) t/J = 0, 
I' 

should describe a particle of unique mass and spin, 

(1) 

he has effectively provided a systematization4 of all 
manifestly covariant equations linear in the differ
ential operator all. However, it is quite possibie for 
an equation to be relativistically invariant without 
being manifestly so; nor is linearity in all (or even 
locality) an essential part of relativistic invar~ance. 
The starting point of Harish-Chandra's investigation 
must therefore be considered to be not completely 
general. It was Foldy, 5 who for the first time set up 
relativistic wave equations abandoning manifest co
variance, who emphasized that all that is needed is 
that solutions of the wave equation should provide a 
representation space for the Poincare group. He 
observed that by choosing the wavefunction t/J to be 
made up of two (2s + I)-component parts transform
ing according to (28 + 1)-dimensional Wigner irre
ducible representations6 with the time translation 
generator given, respectively, by ± E = ± (p2 + 1112)1/2, 

one gets almost trivially the relativistically invariant 
equation 

(2) 

where P3 is diagonal, being + 1 on the upper half of 
the wavefunction and - 1 on the lower half. A new 
point which emerged from his analysis was the appa
rent existence of a considerable amount of freedom 
in choosing the operators representing the effect of 
the discrete operations T, C, P on the wavefunction. 
In subsequent years, the fact that it is the irreducible 
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representations of the Poincare group (and not the 
homogeneous Lorentz group), which are closely 
associated with the concept of an elementary particle, 
has tended to get increasing emphasis. At the same 
time the structure of locally covariant7 fields as ex
pressed in terms of entities transforming according 
to the Wigner representations has become rather 
well understood and gained familiarity through the 
work of Stapp8 (in the definition of M functions in S
matrix theory), J oos, 9 Weinberg, 1 0 Pursey, 11 and 
others. Fields transforming according to the (0, s) 
and (s, 0) representations of the homogeneous Lorentz 
group have a special place in this context since they 
are in one-to-one correspondence with the Poincare 
irreducible set of entities (eg., creation/annihilation 
operators) characterizing a particle of given spin s 
and mass m ; and fields with any other transformation 
property (m, n) constructed for the same particle, 
being determined by the same Poincare-invariant set, 
can be expressed in terms of the (0, s) or (s, 0) types 
of fields. This fact is of some importance in that it 
enables any manifestly covariant equation to be re
duced to a form which involves only these special 
types of fields, 12 In the spin-! case, for instance, 
Shay, Song, and Good13 have carried out the actual re
duction of a variety of familiar manifestly covariant 
equations to the common standard form 

.2t/J H,t, z(ft= 't', (
l/J(O, s») 

l/J = t/J( s, 0) , (3) 

and shown that the Hamiltonian H obtained is the 
same in all cases, coinciding with what Weaver, 
Hammer, and Good14 had constructed earlier by 
assuming the form (3), Thus the existence of a stand
ard form like (3) makes it possible to decide whether 
various equations are really distinct or not. Con
sequently, the problem of determining all possible 
wave equations consistent with any desired invariance 
requirements becomes well posed. One merely has 
to determine all possible forms of H in (3). 

Investigations with this end in view were initiated by 
one of us some time ago. 1S Equation (3) was used as 
the standard form and H was sought to be constructed 
in such a way that (3) would be invariant under the 
Poincare group and under T, C, and P. Initially, the 
imposition of the boost-invariance condition was 
done only for boosts parallel to the momentum direc
tion; it turned out, nevertheless, that if H is also re
quired to have a unique limit as p ---) 0, there is only 
one possibility for H. However, this last condition 
proved too restrictive to permit quantization of the 
resulting equation for integer spin. 16 On relaxing it, 
Mathews and Ramakrishnan17 found that there were 
four classes of possibilities for H; but it was realized 
later that this embarrassingly rich variety arose 
because invariance under transverse boosts had still 
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not been insisted upon. This condition also has been 
taken into account in a recent paper,1S and it has 
been proved that there are just two possible forms of 
H consistent with invariance of (3) under the Poincare 
group and under T, C, and P. 

The next question naturally was: "To what extent is 
the above result conditioned by the requirement of T, 
C, and P invariance? If this were relaxed, would there 
be more possibilities for H?" It is with this question 
that the present paper is concerned. A partial answer 
has been given already, 19 namely, that if Poincare 
and space inversion invariance are demanded, then H 
must be either one of the two forms referred to above, 
in which case T and C invariance would also hold, or 
else it should have the TCP-violating form H = E. 
For the proof of this statement, only a slight general
ization of the treatment of Ref. 18 is needed because 
the most general starting form of H is not altered 
greatly by dropping T and C invariance. But when P
invariance is also dropped, as we proceed to do now, 
it is more advantageous to choose a different way of 
presenting the most general form of H. This gives 
rise to differences in matters of detail between the 
treatment here and that in Ref. 18; but the general 
approach remains the same. We require Poincare 
and TCP invariance here, but not T, C, and P separ
ately. Under these conditions we show that once 
again the only solutions for H are those found in Ref. 
18 with separate T, C, and P invariance. Thus, TCP 
invariance for any relativistic equation for free fields 
implies T, C, and P separately. This seems to be the 
first time that a result of such generality has been 
proved. Our result shows that the fact that particular 
equations like the Dirac equation possess invariance 
under the discrete transformations (though such in
variance is not a requirement in their derivation), is 
not merely accidental but is part of a general picture. 

In the next section, we present the derivation of the 
above result. For completeness all the basic steps 
will be given but calculational details will be kept 
down to a minimum since the treatment here is a 
straightforward generalization of earlier work.1s 
ThrOllghout this paper, 1/1 will be treated as a c-num
ber field. We comment briefly on the quantizab.nity 
and other aspects of our theory in the concluding sec
tion. 

Before we proceed with the derivation, a few remarks 
on the definition of the T, C, P operators may be in 
order, especially in relation to the question which is 
sometimes raised as to the meaning of C in the c
number theory. It is well to remind oneself in this 
context that though the concept of charge conjugation 
finds its clearest expression in the q-number theory, 
it was defined in the first place for the c-number 
Dirac field as the transformation 1/I(x, t) --) K 1/1 *(x, t) 
(with K a numerical metrix) which leaves the Dirac 
equation invariant except for changing the sign of the 
charge. It carries any solution with definite energy 
and momentum or angular momentum into another 
with the signs of these quantities reversed. It is well 
known that this transformation is necessarily anti
linear. When 1/1 is a quantum field, it is possible to 
realize C by a linear (unitary) transformation in the 
Hilbert space, but it is well to remember that the 
effect of C on 1/1 is still the very same transformation 
1/1 --) K 1/1 * (with the asterisk interpreted now as Hermi
tian conjugation on the components of 1/1). In the pre-

sent work with c-number fields of arbitrary spin, C 
is defined, as in Refs. 5 and 15, as an antilinear oper
ation which reverses the signs of the Poincare gener
ators. This is consistent with the case of the Dirac 
field referred to above, but unlike this case, the 
actual form of H in our Eq. (3) is not given in ad
vance: We have to make a simultaneous determin
ation, from considerations of invariance of the form 
(3) under the Poincare group and under e == TCP, of 
the explicit forms of both Hand C (as well as of a 
unitary P and an anti-unitary T which also are de
fined initially purely in terms of commutation rela
tions as in Ref. 5). This is what we now proceed to do. 

II. DETERMINATION OF THE INVARIANT WAVE 
EQUATIONS 

A. The Invariance Conditions 

If Eq. (3) is to be invariant under the Poincare group, 
the Hamiltonian H must transform like - Po where 
Po = - ia/at is the time translation generator. This 
means that all commutation relations involving Po 
should continue to be valid when the time-differential 
operator - Po is replaced everywhere [including in 
the structure of the boost generator K, see Eq. (8c)] 
by H which is to be constructed out of p and available 
matrices: 

[H,P
Il

] = 0, 

[H,J] = 0, 

[H,K] = iP. 

(4a) 

(4b) 

(4c) 

As regards e == TCP, its commutation relations are 
seen from Ref. 5 to be 

OPo = - PoO, OP = - PO, OJ = JO, OK = KO. 
(5) 

Since it takes Po = - ia/at to ia/at, for 0 invariance 
of (3) we must have 

OH =-HO. (6) 

For a unique mass m we need 

H2 = E2 == (P2 + m 2). (7) 

Of course a unique spin is already ensured by the 
choice of the transformation property (0, s) EB (s, 0) 
for 1/1. In this representation, the Poincare generators 
have the following forms: 15 

P=p==-i'iJ, (8a) 

J = x x p + S, S = (g ~), (8b) 

K = tp + xPo + i>.., >.. = (~ _~) == P3S, (8c) 

where s are the familiar vector of (2s + l)-dimen
sional angular momentum matrices, and P1' P~, and P3 
are Pauli matrices. We have to solve Eqs. (4), (6), 
and (7) for H, when P, J, and K are given by (8). 

It is easy now to see that the most general translation 
and rotation invariant operator that can be construc
ted from the above quantities is some function of 
p == I pi, S·p, Pl' P2' and P3, and it can evidently be 
written in partitioned form as a 2 x 2 matrix, the 
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elements of which are arbitrary functions of p and of 
the (2s + I)-dimensional matrix operator (s·p). But 
since (s·p) has just (2s + 1) eigenvalues vp with v = 
+ s, + s - 1, ... ,- s + 1, - s, any function of it can 
be expressed as a sum of projection operators CI' to 
the eigenvalues vp of (s.p): v 

s 
F(s·p) = 6 F(vP)CI'v' 

v~-s 

Instead of Cl'v one may use the related projection 
operators {3v and Yv' v ~ 0, defined by20 

(9) 

(lOa) 

(10b) 

{31lf3v = YIlYv = f3/j llv , {3IlYv = YIlOIlV' V ~ O. (lOc) 

These have the advantage that (3 v and Y v being even 
and odd, respectively, in (s·p), have simple trans
formation properties under e: 

(11) 

Equation (11) follows from the commutation rules (5). 
Equation (5) also shows that the matrix 11 representing 
the effect of e as defined by 

el/l(x, t) = 111/1(- X,- t) 

must be of the form 

¢(I 0) 
11 = e' \0 ~ , ~=±1. 

(12) 

(13) 

The restriction to ~ = ± 1 comes from the condition 

(14) 

The sign ~ indicates equality to within a phase factor, 
which arises because multiplication of a wavefunction 
by a phase factor does not alter the physical state it 
represents. However, the actual value of this over
all phase, shown as e i ¢ in Eq. (l3), is irrelavant for 
our purpose. 

B. The form of H 

Returning now to the form of H, it follows from what 
has been said above that on account of translation and 
rotation invariance, H must be expressible as 

cv{3v + d vY v) 

gvf3 v + hvYv ' (15) 

where the coefficients av ' b v' ••• are, in general, 
functions of p. It is useful to simplify the form (15) 
by taking account of e invariance before taking up 
boost invariance which leads to complicated equa
tions. By applying (11), we find that in order to sat
isfy (6), the coefficients of (3 v and Y v in (15) must 
obey the relations 

a v =gv = 0, 

(1 + ~)cv = 0, 

(1- Odv = 0, 

(1 + ~)e v = 0, 

(1 - ~)f v = O. 

(I6a) 

(I6b) 

(I6c) 

It follows that if the special choice ~ = - 1 is made 
in (13), the Hamiltonian becomes 
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(17) 

(18) 

on account of the Klein-Gordon condition21 evaluated 
with the help of (lOc). If on the other hand one takes 
~ = + 1, then H becomes 

H2 = 6(bvY lJ 

v>,O fvYv 
with 

b~ + dJv = E2, 

(19) 

(20) 

The one condition which still remains to be imposed 
on the above forms of H is that of boost invariance, 
Eq. (4c), which can be rewritten with the aid of the 
explicit form of K, Eq. (8c), as 

(21) 

Equation (21) imposes powerful constraints on the co
efficients in HI and H 2' To exhibit these constraints 
by evaluating both sides of (21) with any of the forms 
(17) or (19) for H, one needs formulas for quantities 
like V' p[6v Fv( p){3 v], V' p[6v Fv (p)y v], [6v Fv( p)f3 v,s], 

and [6vFv(P}Yv' s], where Fv(P) are arbitrary func
tions of p. These can be easily deduced from the for
mulas we have derived in Ref. 18, and are given in 
the Appendix. They appear as linear combinations of 
the quantities f3 vs, Yvs, f3 vT , Yv T , f3 vp,andy vp which 
are linearly independent except for v = s when they 
are related by Eqs. (A5). Here T = S x pip. On sub
stituting these formulas in (21) and equating coeffi
cients of linearly independent quantities, we obtain a 
set of equations for av' by, ... , whose explicit forms 
depend on which of our two alternatives for the Hamil
tonian is being considered. We now proceed to dis
cuss separately the solution of the equations in the two 
cases, referring to the Appendix for the details of de
rivation of the equations. 

1. The Hamiltonian HI 
On taking H = H1> Eq. (17), with hv = - bu, Eq. (18), and 
evaluating the boost-invariance condition (21), one 
gets the following equations for all v> vo, where Vo 
is the lowest nonnegative value of v(vo = 0 or t 
according as the spin is an integer or a half-integer): 

blJblJ_I + cue v _ 1 = E2 - P(bv - bv-I), 

(p + blJ-I)clJ = (bu - P)clJ-I' 

(p + bV_1)e v = (bv - p)ev-I' 

cve v_1 = evcv_l' 
dbv de v 

bv{[jj + Cv dp = p, 

dbv dcv 
bvdp +evdp =p, 

dc v dbv 
bv dp - cvap = - 2vcv' 

dey dbv 
bv dp - e vap = - 2vev' 

(22a) 

(22b) 

(22c) 

(22d) 

(22e) 

(22f) 

(22g) 

(22h) 

The solution of these coupled equations is quite 
straightforward. On multiplying (22b) by ev - 1 and 
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(22c) by Cv-I and adding, one finds with the aid of 
(22d) that 

(p + by_l)cyey_l = (by - P)cy-ley-l' (23) 

Now replacing CY-leY-l in (23) by (E2 -b~-I) from 
(18) and combining the resulting equation with (22a) 
to eliminate C ye y-l' one can deduce the following 
relation: 
by (by-II E) + tanh28 
E = 1 + (by-I! E) tanh28 ' 

v = s,s - 1, . .. ,va + 1, 
(24) 

where 
coshe = Elm and sinh8 = plm. (25) 

Equation (24) immediately yields 

by = E tanh2v8, v=s,s-l, ... ,va• (26) 

Another possible alternative by = E coth2v8 is ruled 
out when the case v = va is considered. To see this, 
let us consider the half-integral spin case va = t. 
(A similar procedure can be followed for integer 
spins, va = 0). Equations (22) hold for v = va = ~ too, 
but as we have explained in a similar context in Ref. 
18, the undefined symbols b- 1/ 2, c- 1/ 2' e_ 1/ 2 which 
now appear are merely convenient notations for cer
tain sums which occur in the derivation of the form
ulas (A6) and (A 7). They turn out to be equal to 
- b 1/ 2 , c 1/ 2 ' and el/~' respecti~ely. With these re
placements, Eq. (22a) for va = 2 becomes 

- bY/2 + cl/2e l/2 = E2 - 2pb 1/ 2, 

which together with (18) shows that 

b 1/2 = E tanh8. 

(27) 

(28) 

This is inconsistent with by = E coth2118, which is 
therefore ruled out. It is a relatively simple matter 
now to substitute (26) in Eqs. (22) and show that 

C y = ey = E sech2v8. (29) 

Actually one could have cy = aE sech2v8 and e y = 
a-IE sech2v8 instead of (29), a being an arbitrary 
constant independent of II and p. But a can be reduced 
to unity by choosing a new wavefunction whose lower 
half is a times that of the original wavefunction. 
Since this change of scale of one irreducible part of 
the wavefunction does not affect the transformation 
properties, our entire procedure goes through un
altered, and so there is no loss of generality in taking 
a=1. 

Thus we finally have 

(
YY tanh2v8 i3y sech2118 ) 

H1 = 6 
v ~ Va i3v sech2v8 - Yy tanh2v8 

or in the notation used in Ref. 18, 

(30) 

HI = E6 tanh2v8'C y + PIE 6 sech2v8'By , (31) 
y;.a y~a 

where the projection operators B v ' Cy used in the 
earlier paper are related to f3v' yy by 

( i3 v 0) 
By = 0 i3

y
' 

C y = (yy 0 ). 
o -Yy 

(32) 

2. The Hamiltonian H2 
In this case, the equations for II > t can be shown to 
be identical to Eqs. (22) except for the replacements 
C -') d and e -') 1 . However, the equation corres-

lJ v II 1 V 

ponding to II a = 2 is 

(33) 

which does riot follow from (27) by the above replace
ment. The reason is that here, b- 1/ 2 = - b 1/2' 

d- 1/ 2 = - dl/ 2' and 1-1/2 = - 11/2' with minus signs 
in all these relations unlike in the case of b -1/2' 
C I /2' and e- I / 2 • The net result is that the solution 
for b v now is 

by = E coth2v8 (34a) 

and using this, one finds 

- d y =Iy = E cosech2v8. (34b) 

Thus we finally have 

H = E6 coth2118'C y + PIE6 cosech2v8'C y , (35) 
2 V y 

with C y defined by (32). 

III. DISCUSSION 

The work of the last section shows that there are 
only two possible forms of H, given by (31) and (35), 
such that Eq. (3) is invariant under the Poincare 
group and under e == TCP. These are precisely the 
forms which were obtained in Ref. 18 after imposing 
separate T, C, and P invariance. It follows therefore 
that quite generally, any relativistic wave equation 
for free fields of unique spin and nonvanishing mass 
which is invariant under TCP is automatically invari
ant under T, C, and P separ~tely. Such a general re
sult does not seem to have been known till now,22 
though of course there have been many discussions of 
the behavior of particular wave equations under the 
discrete transformations. As we have noted in the 
introduction, the use of a standard form is an essential 
prerequisite for a general treatment. Equation (3) is 
not manifestly covariant, nor is the Hamiltonian (31) 
or (35) local in configuration space, though the familiar 
manifestly covariant equations can be reduced to the 
form (3) with H given by (31) for half-integral spins 
and (35) for integral spins. It does not seem possible 
to prove within the ambit of c-number theory that 
(31) and (35) should apply, respectively, to the half
integral and integral spin cases. But such an associ
ation does become mandatory if l/I is made a q
number field. One of us has shown that this is de
manded by the microcausality condition23 even if one 
starts with the four classes of Hamiltonians found in 
Ref. 17 (where transverse boost invariance was not 
imposed). Taking this also into account, we find that 
the matrices representing the effect of the T, C, and 
P are uniquely determined [apart from arbitrary
phase factors like eiq, in Eq. (13)] for any given spin. 
If 

P l/I(x, t) = a l/I(- x, t), 
Cl/I(x, t) = Kl/I*(X, t), 

Tl/I(x, t) = Tl/I*(X, t), (36) 

one finds, 23 by referring to Cases I and TIl of Ref. 17 
to which the Hamiltonians (31) and (35) belong, and 
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using the explicit forms of a, T, K for the correspond
ing cases as given in Ref. 15, that 

a = e"Pp T = S e'¢r K = S el¢c (0 1) . (~O) . (0 ~). 
10 ' 0 ~s ' (_)2s~s 0 . 

(37) 
Here ~s is the (2s + l)-dimensional matrix defined 
by24 ~ss ~;l = - B*, and the arbitrary phase factors 
possible in a, T, and K are explicitly indicated. Thus 
if the minimum requirements which we have made 
are granted, the kind of ambiguity in the choice of T, 
C, P operators which was discussed by Foldy5 does 
not exist. Incidentally it may be observed as a check 
that the product of a, T, and K taken in any order yields 
1/, Eq. (13), to within a phase factor. 

One final remark may be in order regarding a peculi
arity of the Hamiltonian (35) which leads to a quant
izable theory for integer spins. It does not tend to a 
unique limit as p -7 O. This kind of difficulty for 
integer spins could be anticipated from the work of 
Purseyll; the source of the trouble has been traced25 
by an analysis of the Kemmer equation, to the fact 
that the first time derivative of the zero helicity part 
of l/I (unlike the projections to other helicities) is 
really undetermined. The fact that despite this 
"undesirable" aspect of the expression (35) no ambig
uities or difficulties have arisen in our treatment 
here or in earlier work may be taken as justification 
for using the standard form (3) without reservations 
in all cases. 
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APPENDIX 

To evaluate the two sides of Eq. (21) we need the 
following formulas: 

V'p(~Fv(P)i3v) = 21p~l(Fv+l - Fv_1}Yv s 

- (Fv+l + Fv-1 - 2Fv)i3viT 

- (V(Fv + l -Fv _1 )-2P (~;)i3v~l·(A1) 

V'p(~F;(p}y0 = 21p ~ l(F;+l - F~_l)i3vB 
- (F~+l + F~-l - 2F~)'YviT 

dFf) PJ 
- (II(F~+l - F~-l) - 2PaJj- Yvp . (A2) 

[ ~Fv(P)i3v, sJ =}~ [(- Fv+l - Fv-1 + 2F)i3 vs 

+ (Fv+l - Fv_l)y)T 

+ II(P;'d + l'~_l - 2l'~)yv ~J. (A3) 

[~F~(j}h'v'sJ=}~[(-F~+1-F;-1 + 2F:)yv s 

+ (F~+1 - F;_1)i3 viT 

+ 1I(F:+1 + }<~-1 - 2F;)i3v FJ (A4) 
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In these equations Fv , F; are arbitrary functions of p 
and T = S x pip. The proof of these formulas would 
proceed on the same lines as that of similar results 
in Ref. 18. But since Bv and Cv in that paper are de
fined in terms of A in exactly the same way as i3 v and 
'Yv here in terms of s, and since the commutation re
lations rA i , Aj 1 = iCijk P 3A k and r Si , Sj] = iCijk S k (which 
are all that we use in the derivation) are identical 
except for the appearance of P3' it is easy to convince 
oneself that the expressions above can be trivially 
obtained from Ref. 18 by simply making the replace
ments A --7 B, Bv --7 i3 v' and C v -, 'Y v' and dropping 
factors of P3' In this fashion, one obtains (A1) and 
(A2) from Eq. (C2) of that paper and (A3) and (A4) 
from Eq. (C6) by observing that H in Eqs. (C2) and 
(C6) is nothing but the sum of 6vCvCv and a'6vb;Bv' 
Incidentally, one can deduce in a similar way from 
Ref. 18, Appendix B, that the quantities 'Yvs, i3 viT, 
i3vp/P, i3vs,'YviT, 'Yvplp, which occur in Eqs. (A1)
(A4), are linearly independent for all II c;C S and that 
forv=s, 

(A5a) 

and 

'YsiT + s'Ysplp = i3ss . (A5b) 

The application of Eqs. (A1) to (A5) in Eq. (21) is 
straightforward though tedious. In the case of II = 
H l' for instance, differentiating (17) (with h v = - bv )' 

using (A1) and (A2), and then pre multiplying by H 1 

and simplifying with the help of (tOc), one gets 
HI (V'pH l) in 2 x 2 partitioned form whose upper left
hand element is 

21p ~ l[bv(bv+l - bv_l) + cv(ev+l - ev-1))'Y V S 

- [by (bv+l +bv- I - 2b) + cv(ev+l + ev- l - 2e J li3viT 

(A6) 

The element in the corresponding position for 
r H l' A) + P found with the aid of (A3) and (A4), is 

}'6{(2bv - bv+1 - av-lhvs + (bv+! - bv_I li3v iT 
v 

(A7) 

On account of Eq. (21) the expressions (A6) and (A 7) 
have to be equated. Actually the coefficients of Yv B, 
f3viT, and f3 v plp can be separately equated (for all 
II c;C s) on account of their linear independence. The 
three equations which are thus obtained (for each II) 
and the nine other such equations which result from 
equating the remaining elements of HI ('V pHI) and 
r H l' A 1 + P are not all independent. Picking out the 
independent ones and combining them suitably, one 
can eliminate !iv+!, cv+1' and e v+1' The set of equa
tions (22) then results. It may be noted that the un
defined quantities !is+I' c s +1 ' es +1 ' which appear in 
(A6) and (A 7) from the terms with v = s, automatic
ally drop out because of (A5), and the equations which 
then result for v = s are identical to (22). 
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In this paper, upper and lower bounds for the solutions of nonlinear three-wave interacting systems with well
defined phase description are established. The results are used to deduce a sufficient condition for the non
existence of explosive instabilities. 

10 INTRODUCTION 

The existence of explosive instabilities in various 
nonlinear wave-wave interacting systems such as 
plasmas have been investigated both theoretically 
and experimentally in recent years.1- 6 In most 
theoretical studies, the random phase approach is 
used. Consequently, the results do not yield infor
mation regarding the phases of waves for instability. 
It has been pointed out that ph,lse effects may lead 
to significant modifications in the dynamics of wave
wave interactions. 7 In a recent paper by Wilhelm
sson, Stenflo, and Engelmann,2 a necessary condition 
for explosive instability in a three-wave system with 
well-defined phase description is presented. In this 
paper, upper and lower bounds for the solutions of the 
system equations governing the wave-wave interac
tions are established. The results are used to deduce 
a sufficient condition for the nonexistence of explo
sive instabilities. Although the results are obtained 
only for the three-wave system, the same approach 
is applicable to systems involving any finite number 
of interacting waves. 

2. BASIC EQUATIONS 

In this work, the following set of complex ordinary 
differential equations governing a pure three-wave 
interaction is considered: 

da o dt = jwoa o + l-Ioa1 a2, 
da1 dt = jW1 a1 + 1-11 aoa~, 

da 2 dt = jw 2a2 + 1-12aoa;, 
(1 ) 

with initial data at t = 0, 

i=0,1,2, (2) 

where j == ,CT and (0)* denotes complex conjugate; 
ai and Wi correspond to the complex amplitude and 
frequency of the ith normal mode respectively and 
the complex parameters I-li are the coupling coef
ficients. For the case of a magnetized plasma with 
particle drift motions, explicit expressions for I-li 
are given by Wilhelmsson.7 It is evident that ao = a1 = a2 = 0 + jO satisfy the following equilibrium equa
tions corresponding to (1): 
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In this paper, upper and lower bounds for the solutions of nonlinear three-wave interacting systems with well
defined phase description are established. The results are used to deduce a sufficient condition for the non
existence of explosive instabilities. 

10 INTRODUCTION 

The existence of explosive instabilities in various 
nonlinear wave-wave interacting systems such as 
plasmas have been investigated both theoretically 
and experimentally in recent years.1- 6 In most 
theoretical studies, the random phase approach is 
used. Consequently, the results do not yield infor
mation regarding the phases of waves for instability. 
It has been pointed out that ph,lse effects may lead 
to significant modifications in the dynamics of wave
wave interactions. 7 In a recent paper by Wilhelm
sson, Stenflo, and Engelmann,2 a necessary condition 
for explosive instability in a three-wave system with 
well-defined phase description is presented. In this 
paper, upper and lower bounds for the solutions of the 
system equations governing the wave-wave interac
tions are established. The results are used to deduce 
a sufficient condition for the nonexistence of explo
sive instabilities. Although the results are obtained 
only for the three-wave system, the same approach 
is applicable to systems involving any finite number 
of interacting waves. 

2. BASIC EQUATIONS 

In this work, the following set of complex ordinary 
differential equations governing a pure three-wave 
interaction is considered: 

da o dt = jwoa o + l-Ioa1 a2, 
da1 dt = jW1 a1 + 1-11 aoa~, 

da 2 dt = jw 2a2 + 1-12aoa;, 
(1 ) 

with initial data at t = 0, 

i=0,1,2, (2) 

where j == ,CT and (0)* denotes complex conjugate; 
ai and Wi correspond to the complex amplitude and 
frequency of the ith normal mode respectively and 
the complex parameters I-li are the coupling coef
ficients. For the case of a magnetized plasma with 
particle drift motions, explicit expressions for I-li 
are given by Wilhelmsson.7 It is evident that ao = a1 = a2 = 0 + jO satisfy the following equilibrium equa
tions corresponding to (1): 
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ao = jJ.Loa1 a2/ wo, a1 = jJ.Ll aOa;/ WI' a2 = jJ.L2a Oa;/ w2' 

(3) 

To determine the existence of nontrivial equilibrium 
solutions (ao,a1,az),let 

i=0,1,2. 

(4) 

Elementary computations show that nontrivial equili
brium solutions exist if the quantities Ai defined by 

A~ = w 1w;IJ.LIJ.L;, Ar == - w OW2/J.LOJ.L2, 

are real and positive; moreover, the l/;i are related by 

1/1 0 = (2n -1)7T -l/;I' 1/11 = 2m7T + l/;2, 

m,n = O,± 1,± 2, ••.. (6) 

Assuming that (5) and (6) are satisfied, the equili
brium solutions are given by 

i=0,1,2, (7) 

where (eo, e1 , e2 ) is any ordered-triplet of real num
bers satisfying the following phase consistency con
ditions: 

eo - e1 - e2 = (2n - ~)7T -l/;I' n = O,± 1,± 2, •••• 

It is evident that nontrivial equilibrium solutions 
exist only for special values of parameters J.Li and 
Wi' i = 0,1,2. These solutions have time-invariant 
magnitudes and phase angles. 

(8) 

In the sequel, various upper and lower bounds for the 
norm of the solutions of (1) and (2) will be derived 
first. Then, a sufficient condition for the nonexis
tence of explosive instabilities will be established. 
Finally, special solutions for the system equations 
will be developed. 

3. ESTIMATES OF SOLUTIONS 

Let C3 denote the normed complex vector space of 
ordered triplets of complex numbers a == (a o, aI' ( 2), 
whose norm is defined by 

First, certain differential inequalities involving the 
norm of the solutions of (1) will be developed. 

Lemma 1: Let a(t) == (aoU), (}1(t), (}2(t» be any 
solution of (1). Then, l[a(t)11 satisfies 

- (l/-lla(t)I',2 - f3lla(l)114 ~ dllad~)112 "" (l/+lla(l)I',2 

(9) 

+ {3\Ia(t)1!4, (10) 

where 

Q' == min {max {"-50' "-iz, "-!21}' max {"-O l' Aio, "-h}, 

x max {"-60' "-51' Ah}, max{Ao 1, "-iz, "-h}, 
x max{"-52,"-io,Ah},max{"-b2'''-11'''-~0}}' (lla) 

f3 = ~ max{II-l,I}, (llb) , 
J. Math. Phys., Vol. 13, No.7, July 1972 

where 

\; == l/Jll'!' 2Im(CL'i)' i,j=O,I,2. (12) 

Pyoof: Consider the following equations obtained 
by multiplying the ith equation in (1) and its complex 
conjugate by at and ai' respectively: 

(13a) 

(13b) 

Adding the above equations and summing over i lead 
to 

d 2 * d. 2 
dt Po ai ai = dt IIal12 = Po [- 2Im(CL';) I (1i 12 

+ * * * *1 (14) J.L i (10(11 (12 + ~l i a 0(11 (12 . 
Thus, 

2 

ddtliali2 ""~ [-2Im(w i)laI 2 + 21/J i laol la 11 1°2 11, 
i 0 ! I 

(15a) 

I a 2 11. 

(15b) 

From the elementary inequality 2xy .:'C. x 2 + y2, it is 
evident that 

2 :t lial' 2 ~ ~ - [2Im(wi ) I ai 12 + 21 il; 1 I ao I I all 
FO 

~1/Jil(laoI2+ 1(11121a212), 

"") lilil(la l l 2 + \aoI2 Ia 2 \2), 

(lJ.L i l(la2 \2 + lao I2 Ia 1 \2). 

(16) 

For each i, the right-hand side of (16) is to be select
ed so that the coefficients Q + and 0' - in the desired 
estimates (10) are minimized. Evidently, if each 
inequality in (16) is used exactly once for i = 0, 1,2, 
then there are only six possible sets of coefficients 
\j given in (lla). Consequently, 

. d\lal1 2 
- h(ao' a I' (12) - 0'-lia11 2 "" 7t :s 0'+l ial 2 

+ h(a o, a l' a 2)' (17) 

where 0'+ and 0'- given in (11) correspond to the 
smallest coefficients for the l!ail 2 terms in (17) and 
where 

h(a O,a 1,a 2 ) == lilol !alI21([212 + lil11 la o \21a 212 

+ lil21 la o l2 la l l 2. (18) 

Using the following algebraic inequality, 

la l 12 1a212 + la o l2 la 2 \2 + 1([0121(1112 

= ~la2\2(laoI2 + lall2) 

+ ilall2(laol2 + la 2 12) 

+ ilaoI2(!(1112 + 1([212) 

:s ~1([2121Ial:2 + ~lalI21!alt2 

+ ~laoI2:!ali2 = ~1!aI14, 

h is bounded by 

(19) 

h(a O,a 1 ,a 2 ) "" max{I/.lil} (la l 1210212 + 1001210212 , 
t- !ao I2 Ia 1 12) ~.' f3llal1 4, (20) 
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The desired estimate (10) follows trivially from (17) 
and (19). Thus, the proof is complete. 

To obtain upper and lower bounds for Ila(t) II from 
(10), use will be made of the following result: 

Lemma 2: Let w be a real-valued nonnegative 
differentiable function defined for 0 "" t "" T satisfy
ing 

dw(t) ) 
- g- (w(t» "" ---;[t""" "" g+(w(t) , w(O) = Wo ~ O. 

If the g+(u) are continuous and nondecreasing for 
11 ? 0 andg+(lI) > 0 for 11 > 0, i = 1,2, then 

1O(t) "" G:l(t) for 0 "" t < t+, 

1O(t) ? G=l(- t) for 0 "" t < t-, 
where 

~ 1'" d~ G , (w) ~ Wo g ± (~) , W ? Wo ~ 0; 

(21) 

(22) 

(23) 

(24) 

and the interval [0, (1) is a subset of the domain of 
definition of G ~ 1. 

Proof: Consider the lower inequality in (21): 

dl~~t) + g-(w(t» ? 0, w(O) = Wo ? o. (25) 

Since g-(w(t» > 0 for IV(t) > 0, (25) can be rewritten 
as 

< 1 dw (I) _ d ( » o -- g-(w(t» ---;It + 1 - dt G_ wet + 1. 

Integrating (26) leads to 

GJw(t)) - G(w o) ~ - t. 

(26) 

(27) 

Estimate (23) follows directly from the monotonicity 
of G=l and G-Cwo) = O. Estimate (22) can be estab
lished in a similar manner. 

Note that G:l(t) and G:l(- t) are simply the solutions 
of dw/dl = g+(w) and dw/dl = -g-(w), respectively, 

I i 
, 
I 
I 
I 

i I --, 
I 

3.0 
I 

I 
I 1)"·02. I 

/'--a.+·-0.25, 
I Pi-it) '1i-(t) 

I 
I 

I 

/ / 
I 
I 

I 
I 

2.0 

I I 
/ 

/ 

1/ / 
/ 

//,"'1 
// 

//// 1 
.... ..----- 1 --- I -----,.-
~ i (U.-'-0.25, ',- ..... ----..... _- p-(t) 

1.0 

with initial condition w(O) = wo' Applying Lemma 2 
to (10) in Lemma 1 leads to the following estimates 
for !:a(t) 112: 

Theorem 1: Let a(l) = (ao(l), 01(1), a 2 (L» be a 
solution of (1) satisfying initial data (2). Assume that 
0' 1 and (3 defined in (11) are nonzero. Then: 

(i) for cr < 0, 

lia(t)112 "" q+(l) for 0 "" t < ii, (28) 

!!a(t)!12 ? p-(t) for l? 0 and l'a(0)112 > 10'-1/1:3; (29) 

(ii) for a + < 0, 

Ila(t)112 "" p+(t) for 0 "" t < 12 and Ila(0)112 > la+I/{3, 

(30) 

Ila(t) 112 ? q-(t) for t ? 0, 

where 

(31) 

qt{t) '= Ila(O)112 exp(± a±l) [ 1 + ({3/a c)lla(0)112 

x (1 - exp(± a±t)]-l, (32) 

p±(!) = [lla(O)112 + (3/a") exp(a±l) 

x ({I ± [1 + ({3/ a ±) l!a(O) 112Ml - exp(OI ±t)j)-l 

+ I 011 1 / (3, (33) 

'I = (1/a+) In[l + a+/{3lla(0)112], 

'2 = (l/a+) In{l + a+/[Ma(0)iI 2 + a+]}. 
(34) 

Proof: First, consider case (i). Since a - <. 0 im
plies Ai] < 0 for all i, j = 0,1,2 and Im(w) > 0 for all 
i. Consequently, a+ > O. Let w(t) in Lemma 1 be 
ia(i)ii2. Thus, 

(35) 

with 11(0) = l!a(0)1!2. Since (3 > 0, g+(w) increases 
monotonically from zero for w ? O. The upper bound 

I 
+--1 

I 

FIG.l. Graphs of qi(t) andp'(l) for 
f3 = l. 0 and various values of 0" and 0'-. 

1 
1 t=:::t- ----'e---- --

---t---------I --

I 
a.-·0.25, 
'nt) i 

0.:; 1.0 2.0 
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(28) for II aU) II, 2 can be obtained by direct application 
of Lemma 2 with 

, jW(t) d~ 1 (w(t)[a+ + f3M'(O)]) 
G.(w(l» = w(O) ~(a+ + f3~) = Q+ In w(O)[a+ + f3w (l)l 

(36) 
and 

G-l(l) = w(O) exp(a+l) (37) 
+ 1 + (f3/a+)w(O)[l - exp(O'+i)l 

defined for 0 -'S 1< 1+. 

To derive lower bound (29), let w(t) == l:a(t)l:2 + a-/f3. 
From the lower bound in (10), 

d~~t) = dllaJ~)!!2 ~ _ 0'-lla(t)112 - f3lla(t)114 

= - a-w(t) - f3w 2 (t) == -g-(w(t» (38) 

with w(O) = l!a(0)112 + a- /13. Clearly,g-(w) increases 
monotonically from zero for w ? O. Estimate (29) 
follows directly from (23) in Lemma 2. Estimates 
(30) and (31) for the case with 0'+ < 0 can be derived 
in a similar manner, since a+ < 0 implies Im(w) > 1 
for all i and a- > O. 

Note that the upper bound q+(t) in (28) tends to infinity 
as t -) '1 and p+(t) in (30) tends to infinity as 1---7 t 2 if 

Ila(0)112 7' 210'+1/13. The lower bounds (29) and (31) 
tend to I a -I /13 and zero, respectively, as t ---7 oc!. Evi
dently, from (29), the condition (]I <~ 0 or Im(wi ) <-- 0 
for all i implies the nonexistence of waves whose 
amplitudes tend to zero as 1 ---7 oc. The time-domain 
behavior of the derived bounds is shown in Fig. 1. 

4. EXPLOSIVE INSTABILITIES 

By explosive instability, it is meant there exist solu
tions of (1) which become unbounded over some finite 
or infinite time interval. In the theory of ordinary 
differential equations, explosive instability corres
ponds to having solutions with finite or infinile escape 
Lime. 8,9 Obviously, the boundedness of the norm of 
solutions for all I ~ 0 implies nonexistence of explo
sive instabilities. On the other hand, the existence of 
a lower bound for the norm of solutions which be
comes unbounded in finite time implies explosive 
instability. Note that the lower bounds (29) and (31) 
do not have this property for any a, since 13 > O. 

To derive a sufficient condition for the nonexistence 
of explosive instabilities, the upper bound in (10) is 
rewritten as follows: 

dl!aJ~)112 -'S - Ila(t)112[-a+ - f3lla(t)112]. (39) 

Clearly, if a+ < 0, then for any a(O) lies in the set Q 

defined by 

(40) 

its corresponding solution aCt) satisfies Ila(t)11 < 
(la+I/i3)1/2 for all t > O,or Q is an invariant set of 
system (1). Since n is bounded, there are no explo
sive solutions. This simple result can be stated as 

Theorem 2: A sufficient condition for the non
existence of explosive instabilities for system (1) 
with initial condition a(O) at t = 0 is that a+ < 0 and 
Ila(O)11 < (la+1 /13)1/2. 
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When explosive solutions exist, the estimate (28) or 
(30) in Theorem 1 provides an upper bound for the 
growth of solutions. Moreover, the expressions for 
ti given by (34) provide lower bounds for the escape 
times. 

5. SPECIAL SOLUTIONS 

In this section, the special cases for which closed
form solutions exist will be examined. The develop
ment begins with the derivation of equations which 
are equivalent to the original system (1). 

Consider the derivative of the first equation in (1): 

d2ao . dao deal a2) 
dt2 =}Wo dt + f-Lo -d-t-' (41) 

Multiplying the second and third equations in (1) by 
a2 and aI' respectively, and combining the results 
lead to 

:t (a 1a2) ==j(w l + w2)a 1a2 + f-L 2ao la l 12 + f-L 1ao la212. 

(42) 
Substituting (42) into (40) and eliminating a l a 2 by 
means of the first equation in (1) result in an alter
nate differential equation for ao: 

d%o ~o 
-- - j(w o + WI + w2) - - wO(w l + w2)aO dt2 dt 

= f-Loa 0 (f-L2 1 a l 12 + f-LII a212). (43) 

Similarly, the following differential equations for a 1 
and a2 can be derived: 

d2a1 . * da l * 
-- - }(w o + WI - w 2) - - w1(w O - w2)a1 
dt2 dt 

= f-Lla l(f-L;lao I 2 + f-Llla 212), (44) 

d2a2 * da 2 -- - j(w o - WI + w2) - - w2(w O - wr)a2 dt2 dt 

= f-L2 a 2(f-Lr 1 ao 12 + f-Lo 1 a I 1
2 ). (45) 

Also, by eliminating a~ala2 and aoara; among the 
equations in (14), the following relation for I ai(t) 12 
can be readily established: 

Im(f-Llf-L;) d~ lao 12 - Im(f-Lof-L;) :t 1 a l l 2 

+ Im(f-Lof-Lr) :t la 212 = -2Im(w o) Im(hf-L;)l a oI 2 

+ 2 Im(w o) Im(f-Lof-L;) 1 a 112 

- 2 Im(w 2) Im(f-Lof-Lr)la 212. (46) 

Moreover, for any pair of equations in (14), the con
dition 

f-Lj(:tlaiI2 +2Im(Wi )l ai I2) =f-Li(:tlajI2 

+ 2 Im(w
j

) 1 aj 12) (47) 

is satisfied for i ,j == 0, 1, 2 and i 7' j . 

Now, consider the special case where aa(O) is an 
arbitrary complex number; a 1 (0) and a 2 (0) are chosen 
such that their corresponding solutions satisfy 

la 1(t)12 = - wOw2/f-LOf-L2 == A~ ~ 0, 

la 2(t)12 = - wOw2/f-LOf-L1 == A~ ~ 0 (48) 
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for all t. It can be readily verified that (48) satisfies 
the consistency condition (47) provided that w~w2 is 
real. To establish the existence of solutions a 1 (t) and 
a 2 (t) satisfying (48), let 

a,(t) = Ai exp(J¢,t), i = 1,2, (49) 

where the ¢i are undetermined real numbers. Sub
stituting (49) into the last two equations in (1) gives 

jA1(¢1-W 1) exp(j¢lt) =fLlaoA2exp(-j¢2t), 

jA 2(¢2 - w 2) exp(j¢2 t ) = fL 2a oAl exp(- j¢lt). 
(50) 

Eliminating ao among the above equations and making 
use of the explicit expressions for Al and A 2 , one has 
the following consistency condition: 

(51) 

This condition implies that w 1 must be a scalar mul
tiple of w 2' Thus, solutions in the form of (49) exist 
if ¢l and ¢2 satisfy (51). 

Now, an equation for ao(l) can be derived by substitut
ing (48) into (43): 

d 2a da o 
__ 0 __ j(w + u: 1 + w 2) - = 0, 
dt2 0 dt 

(52) 

whose solution with initial conditions ao(O) and dolO) 
has the form: 

ao(t) = ao(O) + [do(O)/j(w o + W1 + w 2)] 

x exp[j(wo + wI + w2)t], t;:, O. (53) 

From (46), one also has a differential equation for 
\a o(t)\2: 

~lt \ a 0 \ 2 + 2 1m (w 0) \ a 0 \ 2 = 6 0 , 

where 

6 0 == [2U:o/fLo Im(fLlfL;)] [(w1/fLl) Im(w 2) Im(fLofL~) 

(54) 

--- (W 2/fL2) lm(w o) Im(fLofL;)]. (55) 

The solution for (54) with initial condition \a o(O)\2 at 
t = 0 has the form 

\ ao(t) \ 2 = [I ao(O) \ 2 - 6 0/2 Im(w 0)] exp[ - 2 lm(wo)t] 

+ 6 0 /2 Im(w o) (56) 

defined on an interval 0 ~; t s t, for which \ao(t)\ 2 is 
nonnegative. Note that for 6 0 < 0 and Im(u: o) > 0, the 
right-hand side of (56) becomes negative for suffi-

1 V. M. Dikasov, L. 1. Rudakov, and D. D. Ryutov, Zh. Eksp. Teor. Fiz. 
48,913 (1965) [SOY. Phys.JETP 21,608 (1965)]. 

2 H. Wilhelmsson, L. Stenflo, and F. Engelmann, J. Math. Phys.11, 
1738 (1970). 

3 T. Sato, Phys. Fluids 14,2426 (1971). 
4 R. E. Aamodt and M. Sloan, Phys. Fluids 11,2218 (1968). 

ciently large t and it equals to zero when t = t, de
fined by 

t, = [1/2 Im(wo)]ln [1 - 2Im(w o)\a o(0)\2/6 o ]' (57) 

This implies that \ ao(t) \ 2 goes to zero in {illite time 
t, or the wave amplitude of the zeroth mode decays to 
zero at t = ts' This is also true for the case where 
6 0 < 0, Im(w()) < 0, and \ ao(0)\2 < 6 0 /2 lm(w o)' For 
the critical case where \ ao(O) \ 2 = 6 0/2 Im(,,-' 0)' 
\ ao(t) \2 = 6 0 /2 Im(w o) for all t '" O. When Im(w o) < 0, 
the solution \a o(t)\2 .-) CIJ as t --) CIJ when 6 0 > 0 for all 
\ao(O)\ 2> 0 or when 6 0 < 0 with \a o(0)\2 > 
6 0/2Im(w o)' Finally, when \a o(0)\2 = 0, its corres
ponding solution (lo(t) has the following properties: 

(i) \a o(t)\2 -) CIJ as t --7 CIJ if 6 0 > 0 and Im(w o) < 0; 

(ii) \a o(t)\2 --7 6 0 /2Im(w o) as t --) CIJ if 6 0 > 0 

and Im(w o) > O. 

There is no solution when 6 0 < 0, Im(w o) > 0, and 
\a o(0)12 = O. 

Similar solutions are obtainable for a 1 (t) when 

\a o(t)\2 = w1"-';/fL lfL; == A5;:' 0 and 

\a 2(t)\2 = - wow2/fL ofLl == A~ ;:, 0 for all t, 

and for a 2 (t) when 

\a o(t)\2 = Wlw;/fLlfL; == A5 ~ 0 and 

[a 1(t)12 = - woW2/fL ofL2 == AI ;:, 0 for all t. 

6. CONCLUDING REMARKS 

It has been shown that estimates for the solutions of 
a three-wave system with well-defined phase des
cription are readily obtainable. These estimates pro
vide qualitative information on the solution behavior 
from which a sufficient condition for the nonexistence 
of explosive instabilities can be deduced. It is not 
difficult to obtain similar results for systems involv
ing any finite number of interacting waves USing the 
approach presented here. The application of these 
results to specific systems arising in physical situa
tions such as in plasmas will be discussed elsewhere. 
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This work concerns an application of the general results of Bailey and Chen to the study of acceleration waves 
of arbitrary shape. A modification of one of their main theorems is also presented; it applies to converging 
waves. For both converging and diverging waves, general expressions are given in terms of the initial principal 
curvatures. For diverging waves, a necessary and sufficient condition is given for the initial critical amplitude 
to be nonzero. In addition, Bailey and Chen's asymptotic formulas are specialized so as to apply to acceleration 
wa ves of arbitrary shape. 

1. INTRODUCTION 

In two recent papers Bailey and Chen 1 ,2 considered 
the local and global behavior of the solutions of the 
Bernoulli equation 3 

da =: _ /J(t)a + {3 (t)a 2 
dt 

(1. 1) 

subject to the following conditions: 

(C1) /J and (3 are defined and integrable on every 
finite subinterval of [0,00); 

(C2) (3 is of fixed sign on [0,00); 

(C3) lim inf 1{3(t)1 ~ 0. 
t-->oo 

In Ref. 2, (C3) was replaced by the weaker condition 

(C4) [001{3(t) Idt =: rfJ. 
'0 

The motivation for the study of (1.1) is that it arises 
in a wide class of problems involving acceleration 
waves in materials. Bailey and Chen4 Showed, in par
ticular, that when (a), (b), and (c) or (d) are satisfied 
and sgna(O) =: sgn{3(t) , and 

(i) if la(O)1 > a,then 

lim I a( t ) I =: rfJ; 

1-"100 

(ii) if la(O)I< a,then 

lim inf I a( t ) 1=:0, 
t->oo 

(1. 2) 

(1. 3) 

where a is the critical initial amplitude defined by5 

1 

and too is a finite time defined by6 

J;oo (3(t)e-f~ i1(T)dTdt =: a~o). 

(1. 4) 

(1. 5) 

The concept of the critical amplitude was first intro
duced by Coleman and Gurtin7 for the case of one
dim ens ional acceleration waves with J.L and {3 being 
constanls. The result (1. 5) was first given by Cole
man, Greenberg and Gurtin. 8 

For the class of problems involving diverging waves 
of arbitrary shape, the conditions (C1)-(C4) hold and 
thus Bailey and Chen's result described above can be 
applied. Not all problems involving curved accelera
tion waves of arbitrary shape satisfy (Cl)-(C4). How-
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ever, by altering Bailey and Chen's conditions, one 
can prove a theorem which, along with Bailey and 
Chen's, enables one to prove certain general results 
about diverging and converging waves of arbitrary 
shape. 

2. APPLICATION TO WAVES OF ARBITRARY 
SHAPE 

Given the differential equation (1. 1), we shall adopt 
the following assumptions about the functions J.L and {3: 

(AI) 

(A2) 

(A3) 

There exists a finite positive number t* such 
that J.L and (3 are defined and integrable on every 
subset of [0, t*); 

lim t J.L(T)dT =: - rfJ; 
I-->t* 0 

(3 is of fixed sign on [0, t*). 

Gi ven (AI) -(A3) we shall prove the following theorem. 

Theorem 1: Consider the differential equation 
(1.1). Let (A1)-(A3) hold,let sgna(O) =: sgn{3(t) , and let 

'Y =: l/Vo
t
* 1{3(t) lexpr J; J.L(T)dT)dt] (2.1) 

(i) If la(O) I> y, then there exists a time t> Osuch 
that f < t*, 

and 

t (. ) 1 1 (3( t) exp - (' J.L ( T )d T dt =: -
o '0 a(O) 

lim la(t) I =: rfJ. 

t-"; 

(ii) If I a(O) 1< 'Y, then 

lim la(t) I =: rfJ. 
I-->t* 

(2.2) 

(iii) If la(O) I =: 'Y, then f =: t* and conversely. In addi
tion 

lim I a(t) I = rfJ. 
t-"I' 

Proof: The solution of (1. 1) on [0, t*) is 9 

a(t) = a(oyexp(!; /J(T)dT) 

x [1 - a(O) f; (3( T) exp( - foT M(S)dS)dT J (2.3) 

(i) Since a(O) and (3(t) are of the same sign, the 
second factor in the denominator of (2.3) is a contin
uous, monotone decreasing function of t, and has the 
value 1-- la(O)I/yatt =:t". Thus, if la(O)I>ythen 
there is a unique time f < t* such that (2.2) is satisfi-
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ed and the second factor in the denominator of (2.3) 
vanishes. Obviously, limt .... tla(t)1 = co. 

(ii) In order that I a(O) I < y be possible, it must be 
that y > 0, thus the second factor in the denominator 
of (2.3) approaches a finite positive limit as t -) t*. 
Because of (A2), the first factor in the denominator 
vanishes and, thus, lim t .... t * la(t) I = co. 

(iii) If la(OLI = l' then (2.1) and (2.2) yield f = t*. 
Clearly, if t = t ,then these same equations yield 
la(O)1 = y. Again, it is obvious that lim t .... t * la(O)1 = co. 

• 
Henceforth, we shall also refer to y,defined by (2.1), 
as critical initial amplitude. 

Our next objective is to show how Bailey and Chen's 
theorem, 1 0 which we discussed in Sec. 1, and the above 
theorem can be applied to the study of waves of arbi
trary shape. Our discussion will be limited to a spe
cial class of waves. Namely, to the class for which 
the waves propagate as families of parallel surfaces 
with constant normal speeds. This physical circum
stance arises in a number of interesting examples. 
For example, the papers by Thomas,l] Varley and 
Dunwoody,12 Varley and Cumberbatch,13 Varley, 14 
Chen,15,16,17 and Doria and Bowen 18 have this fea
ture. The impact of this assumption is that /l( t) 
takes the form 

(2.4) 

where flo is a constant, unis the constant normal speed 
(taken to be positive), and R(t) is the mean curvature. 
In addition to (2.4), (3(t) is a nonzero constant which 
we shall denote by (3 o. For a parallel family of surfaces 
propagating with constant velocity the mean curvature 
has the representation 19 

RU) = (Ko - 2KOunt)/(1 - Kount + K oun2t 2) , (2.5) 

where Ko = K 1 + ~ is the initial mean curvature and 
Ko = Kl K2 is the initial total curvature;K1 and K2 being 
the initial principal curvatures. The assumption that 
(3(t) = {30 insures that (C2) - (C4), and (A3) are satis
fied. Similarly, the statements involving (3 in (Cl) and 
(AI) are satisfied. The validity of the remaining por
tionsof (Cl) and/or (AI) and (A2) require the examina
tion of (2.4) and (2.5). It can be shown from these 
equations that 

t /l(T)dT = /lot + Inl(1 - K1U n t)1/21 1(1 - K2ui) 1/2 I. 
o (2.6) 

Thus, if K 1 and K2 obey the conditions 

(2.7) 

then (Cl) is satisfied. Similarly, if one or both of the 
principal curvatures are positive then (AI) and (A2) are 
satisfied with t* being the smallest positive root of 

(2.8) 

Thus, we must consider two distinct cases. For Case 
I, we shall assume K 1 and K2 obey (2.7); for Case II, 
we shall assume at least one of the principal curva
tures is pOSitive. Case I corresponds to diverging 
waves, while Case II corresponds to converging waves. 

Case I: Diverging Waves 
Bailey and Chen's theorem shows that when sgna(O) 

= sgn{3o' (1. 2) and (1. 3) are valid, where now a and 
too are given by 

a= (1f3 1 Joo e-
Ilot 

dt)-l (2.9) 
o 0 (I-K1unt)1/2(I-K2unt)1/2 

and 

J
too e-Ilot 1 

dt =f3
oa(O)' (2.10) o (1 - K1un t)1/2(1 - K2un t)1/2 

When I a (0) I > a, the finite time too is the time required 
for a shock wave to form. Equations (2.9) and (2.10) 
generalize a number of interesting results given in 
the references cited earlier. Equation (2.9) contains 
the interesting result that for diverging parallel 
waves of arbitrary shape a necessary and sufficient 
condition for the existence of a nonzero critical ini
tial amplitude is 

/lo > o. (2.11) 

In other words, when /lo:=; 0, the critical initial ampli
tude vanishes. 

When (2.11) holds, it follows from (2.9) that 

~ >0. 
2/l0 

(2.12) 

Equations (2.11) and (2.12) show that the critical ini
ttal amplitude a increases as /lo increases. A 
similar analysis shows 

aa 
-1-1 > 0, Ka,r. 0, a = 1,2. (2.13) 
2 Ka 

These results show that as the magnitude of the initial 
curvatures is increased, the critical initial amplitude 
also increases. One can also show from (2.10) that 
too, the time required for the shock to form, is a strictly 
increaSing function of /lo. 

Bailey and Chen20 presented several asymptotic results 
which are interesting to specialize here. From their 
formula (7) we can write, whenever la(O) I> a, 

a(t) = [1/f3 0(t - too)][1 + 0(1)] (2.14) 

as t ---) too' Equation (2.14) gives the amplitude near 
the time too. It is interesting to observe that the cur
vature only enters this expression through the time 
too. Bailey and Chen's formula (8) tells us that whenever 
la(O) I> a, 

too = [1/a(O)f3 o][1 + 0(1)] (2.15) 

as I a(O) 1-'> co. Thus for very large initial amplitudes, 
too is independent of the curvature. 

An asymptotic expression which does depend upon the 
curvature arises if we assume I a( 0) 1 < a. In this 
case Bailey and Chen's equation (9) yields 

a( Ole -Ilo t 1 
a(t) = -----------

(1 - K1/lnt) 1/2(1 - K2un t)1/2 (1 - la(O) I /C\') 

x [1 + 0(1)] (2.16) 

as a(O) -'>0. Bailey and Chen's (9) also holds in the limit 
as t -'> W. In this limit (2.16) yields 

a(t) = a(O)e-
llot 

1 
I I I / 

[1 + o( 1) ] 
un ( K 1 K 2 ) 1 2 t (1 - a( 0) a) 

(2.17) 
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as t ---') 00 whenever K 1 and K 2 are not zero. In applying 
(2.16) and (2.17) it is important to note that the re
quirement la(O) 1< Q' requires Q' to be nonzero. 
Thus, Ilo must obey the condition (2.11). 

Case IT: Converging Waves 

Theorem 1 shows that when sgna(O) = sgn{3o and 
la(O)1 > y, then limt->t la(t)1 = 00, where, by (2.1) and 
(2. 2), y and t are given by 

( I t* e-~ot )-1 
y = 1{30 I dt (2.18) 

o (1 - K1u n t)1/2(1 - K2u n t)1/2 

(2.19) 

Recall that t* in (2.18) is the smallest positive root 
of (2.8). For a converging wave for which I a( 0) I > y, 
the time t is the time required for a shock wave to 
form. The time t* is the time required for a caustic 
to form, Le., the time required for the wavefront to 

P. B. Bailey and P. J. Chen, Arch. Ratl. Mech. Anal.41, 121 (1971). 
P. B. Bailey and P. J. Chen, Arch. Ratl. Mech. Anal. 44, 212 (1972). 

3 E. L. Ince, Ordinary Differential Equations (Longmans, Green, 
New York, 1926). 

4 See Sec. 4 of Refs. 1 and 2. 
5 Reference 1, Eq. (4.13). 
6 Reference 1, Eq. (4.14). 
7 B. D. Coleman and M. E. Gurtin,Arch. Ratl. Mech. Anal. 19, 239 

(1965). 
8 B. D. Coleman, J. M. Greenberg, and M. E. Gurtin, Arch. Ratl. Mech. 

Anal. 22, 333 (1966). 
9 Reference 3, Secs. 2.13 and 2.14. 

intersect itself. Theorem 1(i) shows that when 
I a(O) I> y the shock forms before the caustic. Theo
rem 1 (ii) shows that when I a(O) I < y the shock does 
not occur but the caustic does. The case I a(O) I = y 

corresponds to the simultaneous formation of a shock 
and a caustic. Observe, also, from (2.18) that for a 
converging wave we can have Ilo s; 0 and still have a 
nonzero critical initial amplitude. 

By (2.18), we can easily establish that if y is not zero, 
then 

Ilo ;r. O. (2.20) 

Finally, we should remark that Bailey and Chen's 
asymptotic results for case when I a( 0) I > Q' are also 
applicable to converging waves. We simply need to 
replace Q' by y and too by 1: 
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INTRODUCTION 

In a recent paper! the convergence properties of 
series of spherical harmonics and Wigner functions 
were explored. The following facts emerged: The 
family of globally real analytic functions is in one
to-one correspondence with the family of series with 
exponentially falling coefficients; these same series 
may be continued into a region of the complexified 
manifold; the domain of convergence in the complexi
fied domain is determined by the singularity structure 
of the function; the coefficients of the expansion may 
be determined by certain integrals over the complex 
manifold. 

Series of spherical harmonics represent functions on 
the sphere in three dimensions S2, while Wigner 
series represent functions on the sphere in four 
dimensions S3 [SU(2) is equivalent to S3 as a mani
fOld]. In addition, the above properties are well 
known2 for functions on the unit circle, i.e., Fourier 
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series. With the exception of the question of integral 
representations, which will be treated elsewhere, it 
is the purpose of the present note to generalize these 
results to hyperspheres of arbitrary dimension sn. 
The work in I was motivated by a desire to under
stand the convergence properties of partial wave 
expansions for production amplitudes. As an exten
sion of this understanding, it would be desirable to 
know the convergence properties of expansions of 
these amplitudes on phase space. 3 N-particle non
relativistic phase space is equivalent to a sphere in 
3N-3 dimensions, leading directly to the present 
problem. 
The approach taken here differs considerably from 
that of I in that it relies on the embedding of the 
manifolds in Euclidean space and makes heavy use of 
potential theory. While the intrinsic approach of I is 
mathematically more deSirable, the restatement of 
the problem in the more familiar language of poten-
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as t ---') 00 whenever K 1 and K 2 are not zero. In applying 
(2.16) and (2.17) it is important to note that the re
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( I t* e-~ot )-1 
y = 1{30 I dt (2.18) 
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converging wave we can have Ilo s; 0 and still have a 
nonzero critical initial amplitude. 

By (2.18), we can easily establish that if y is not zero, 
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INTRODUCTION 

In a recent paper! the convergence properties of 
series of spherical harmonics and Wigner functions 
were explored. The following facts emerged: The 
family of globally real analytic functions is in one
to-one correspondence with the family of series with 
exponentially falling coefficients; these same series 
may be continued into a region of the complexified 
manifold; the domain of convergence in the complexi
fied domain is determined by the singularity structure 
of the function; the coefficients of the expansion may 
be determined by certain integrals over the complex 
manifold. 

Series of spherical harmonics represent functions on 
the sphere in three dimensions S2, while Wigner 
series represent functions on the sphere in four 
dimensions S3 [SU(2) is equivalent to S3 as a mani
fOld]. In addition, the above properties are well 
known2 for functions on the unit circle, i.e., Fourier 
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series. With the exception of the question of integral 
representations, which will be treated elsewhere, it 
is the purpose of the present note to generalize these 
results to hyperspheres of arbitrary dimension sn. 
The work in I was motivated by a desire to under
stand the convergence properties of partial wave 
expansions for production amplitudes. As an exten
sion of this understanding, it would be desirable to 
know the convergence properties of expansions of 
these amplitudes on phase space. 3 N-particle non
relativistic phase space is equivalent to a sphere in 
3N-3 dimensions, leading directly to the present 
problem. 
The approach taken here differs considerably from 
that of I in that it relies on the embedding of the 
manifolds in Euclidean space and makes heavy use of 
potential theory. While the intrinsic approach of I is 
mathematically more deSirable, the restatement of 
the problem in the more familiar language of poten-
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tial theory seems intuitively pleasing. In any case, 
the approach is another tool for studying problems of 
this category, a category which clearly has not been 
delineated as yet. The expectation is that the theo
rems may be extended to compact semisimple Lie 
groups and their connected homogeneous spaces. 

In Sec.1 we give a brief review of facts concerning 
sn, harmonic polynomials, and hyper spherical har
monics. We extend this information into the complex 
domain in order to obtain certain key results. Section 
2 consists of a concise set of theorems concerning 
expansions in hyper spherical harmonics and analytic 
functions on Sn. An appendix considers an integral 
needed in the text. Except for the reliance on poten
tial theory to establish certain key facts, the actual 
proof of many of the theorems relevant to Sn is iden
tical to that in I. We refer the reader to this source 
for these proofs, and for introductory material con
cerning real and complex manifolds. 

1. FACTS ABOUT sn 
Let Rn+1 denote real Euclidean space of n + 1 dimen
sions. Thus Rn+1 consists of the column vectors X 
with entries Xl' ... ,Xn+!' where the Jfi are real. We 
denote the associated row vector by X. The hyper
sphere Sn (1) = sn is the set of points satisfying 

n+1 
XX = ~ Xp = 1. , (1. 1) 

i c 1 

Sn is a real analytic manifold of dimension n with the 
real analytic structure inherited from Rn+1. 4 In par
ticular, each of the functions Xi may be considered to 
be a real analytic function on Sn. 

The Laplacian operator on Rn+1 is given by 

n+1 02 
v2 - "'

n+1 - i~ oX? 
(1. 2) 

An harmonic polynomialH(n + 1,I,X)onRn+1 of 
degree I is a homogeneous polynomial in the variables 
Xi of degree I which satisfies Laplace's equation 

Vn~l H(n + 1, I,X) = o. 

Thus, each such polynomial has the form 

H(n + 1,I,X) =~ al Xl!.. ·xln+1 
{Z} (''In+1 1 n+1 ' 

where 
n+1 
~ Ii = I 
i=l 

and the sum is taken over all partitions {I} of I. 

(1.3) 

(1.4) 

(1. 5) 

We introduce in Rn+1 the radial distance X given by 

(
n+1 ~ 1/2 

X = ~ Xl (1. 6) 
i=l 

together with a maximal atlas of coordinate patches 
on Sn which make sn into a real analytic manifold. As 
an example of a coordinate patch, we introduce the 
standard hyper spherical polar coordinates5 

e l' ... , en-I' cp via 

Xn-1 = X sine 1 sin8 2 '" cosen_1, 

Xn = X sine 1 sine 2 ... sine n-1 coscp, 

Xn +1 = X sine 1 sine 2 ••• sine n-1 sincp, 

(1. 7) 

The domain of the patch is all those points in Sn where 
the Jacobian of the transformation in nonzero. The 
measure dnn on Sn is defined by the relation 

(1. 8) 

where dVn +1 is the standard Euclidean volume in 
Rn+1. In terms of hyper spherical polar coordinates 
dnn has the form 

dnn = (sine 1)n-1(sine
2

)n-2 ... (sine
n

_1)de1 '" den_1dcp. 

(1. 9) 

The total area nn of Sn is readily found to be 6 

(1. 10) 

The family of continuous functions on Sn may be con
verted into an Hilbert space with the introduction of 
the scalar product 

(1. 11) 

The associated norm is of course given by 

(1. 12) 

In terms of X and a coordinate patch on Sn, the Lapla
cian operator becomes 

V2 1 = X-n ~ (xn~) + X-2L2 n 
n+ ax ax (1. 13) 

Here L2n is the quadratic Laplace-Beltrami differen
tial operator on sn. Its explicit form depends on the 
choice of coordinate patch, but the form depends only 
on the patch and not on X. 

Let H(n + 1, 1, X) be an harmonic polynomial on R n + 1. 
AsH(n + 1,I,X) is homogeneous of order l,it may be 
written in the form 

H(n + 1,I,X) =Xl Y(n,l,n). (1. 14) 

Y(n,l,n) is a function on Sn called a surface harmonic 
or hyperspherical harmonic. Y(n,l,n) is simply the 
restriction of H(n + 1,1, X) to Sn. As it is formed 
from finite sums of finite products of the x., each of 
which is analytic, Y(n,l,n) is a globally re'al analytic 
function on Sn. 

~y inserting. the definition (1.14) into Laplace's equa
tion (1. 3) usmg the form (1.13), we find the important 
property 

L2n{Y(n,1,n)} = -1(1 + n - l)Y(n,l,n). (1. 15) 

Using this fact, one may readily show that surface 
~armonics of different degree are orthogonal on sn, 
I.e., 

(Y(n,l),Y(n,I')} = 0, 1"'1'. (1.16) 

J. Math. Phys., Vol. 13, No.7, July 1972 
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For fixed l, there are N(n,l) linearly independent har
monic polynomials, where 7 

N(n,l) = (2l + n - 3)(l + n - 2)!{l!(n -1)!}-1. (1. 17) 

In each such subspace of polynomials of fixed degree 
we may choose an orthogonal set, order them in a 
linear array, and label them with a single index m. 
These functions may then be normalized to yield 

(Y(n,l,m),Y(n,l',m')) = 0ll,omm" (1.18) 

We have the following important lemma. 8 

Lemma 1: Let Yt be any surface harmonic of 
degree l. Then 

for all n E Sn. 

Let us now extend these harmonic polynomials into 
the complex domain. Let cn+1 denote complex Eucli
dean space of n + 1 (complex) dimensions. cn+1 con
sists of column vectors Z with entries Z 1 ... Zn+l' 
where Zi = Xi + iYi,Xi , Yi real. cn+l may also be con
sidered as a real vector space of dimension 2n + 2. 
Consider a polynomial of the form (1. 4) extended to 
Cn+l 

'" I I H(n + 1 1 Z) = L.J 0_ Z 1 ••• Z n+l 
" {l}--11"'ln+l1 n+l (1. 20) 

H(n + 1, l, Z) is an entire complex analytic (holomor
phic) function of Z. In addition, for Y fixed (Z = X 
+ i Y), H(n + 1, l, Z) is an harmonic function on Rn+1. 
Using the Cauchy-Riemann conditions, it follows that 
H(n + 1,1, Z) is also an harmonic function in the 
(2n + 2)-dimensional real space spanned by X and Y. 
Each harmonic polynomial in Rn+1 gives rise to an 
holomorphic harmonic polynomial in Cn+1. We con
sider the expression of these polynomials in terms of 
hyperspherical type coordinates in (2n + 2) dimen
sions. We define the radial distance as 

n+1 
Z2 = ztz = L; (X.2 + y2), 

i o l' , 
(1. 21) 

to introduce a coordinate patch on S2n+1, and insert 
into (1.20) to yield 

(1. 22) 

We may now use Lemma 1 to establish the growth of 
the harmonic polynomials when extended to cn+1. We 
first introduce semitoroidal coordinates on S2n+1 by 
the rule 

(1. 23) 

where the Xi are given by (1. 7) with the exception that 
X is replaced by Z. In this coordinate patch, we can 
readily see that 

(1. 24) 

where e is the product of the Xi for Z = 1. If we now 
compute the norm of Y(n, l, nz ) on S2 n+1, we find that 
the integrations over ¢i kill Z the terms in y*y 
except those which appear in the sn norm. We readily 
establish therefore that 

IIY(n,l,nz)ll~n+1 s (21T)n+1N(n,l)CIIY(n,l,nx)II~, (1. 25) 
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where C is the maximum value of 1 e I. Applying (1. 25) 
and Lemma 1 with appropriate factors yields the 
following theorem. 

Theorem 1: Let H(n + 1, l, X) be an harmonic 
polynomial as given in (1.4), and let Y(n, l, nx ) as 
given in (1.14) be normalized to unity. Then the analy
tic extensionH(n + 1,l,Z) ofH(n + 1,l,X) satisfies 
the bound 

IH(n + 1,l, Z)I :S M(n,l)ZI, (1. 26) 
where 

M(n,l) = [n2~+1(21T)n+1CN(2n + 1,l)N(n,l))1/2. 

(1.27) 

Having considered the complexification of Rn+1, we 
now consider the complexification of Sn, which we 
call Snc. Snc is the set of points in Cn+1 satisfying 

ZZ = 1. (1. 28) 

Introducing the radial distance Y in Y space (Z = X 
+iY), this condition is equivalent to the conditions 

X2 - y2 = 1, XY = O. (1. 29) 

For fixed Y, the points in Snc consist of the points in 
X and Y lying on spheres such that X and Yare ortho
gonal vectors. Varying Y gives all of Snc. The spheri
cal portion in X is growing from the unit sphere as 
the Y sphere grows from the origin. 

Snc is a complex analytic manifold of complex dimen
sion n, with complex analytic structure inherited from 
cn+1. This is readily seen, as Snc is defined by a 
holomorphic function on cn+1, and the composition of 
holomorphic functions is again holomorphic. snc is 
viewed as the complexification of Sn. As each of the 
functions Zi is holomorphic when restricted to Snc, 
each of the functions H(n + 1,1, Z) is an entire holo
morphic function on Snc. 

It will be convenient to relate the distance extended 
into S2c (away from the real portion) to the radial 
distance in cn+1. To do this, we parameterize X and Y 
satisfying (1. 29) by 

X = coshQl, Y = sinhQl, O:S QI :S r:fJ. (1. 30) 

This yields 

Z (QI) = (cosh2 Q1 + sinh2 Q1 )1/2 = cosh1/2 2Q1. (1. 31) 

2. HARMONIC SERIES AND ANALYTIC FUNCTIONS 
ON Sn AND Snc 

Let Bn (X) denote an open ball of radius X in n + 1 
real dimensions, i.e., the set whose boundary is sn(x). 
We shall show in this section that there exists a one
to-one correspondence between the real analytic func
tions on sn and the family of absolutely and uniformly 
convergent series of harmonic polynomials in Bn(x) 
for some X > 1. Such series in fact may be complexi
fied to holomorphic functions in cn+1, the given series 
converging inside the ball B2n+1 (Z = X). Restricting 
these series to snc gives a convergent expansion on 
those portions of snc interior to B2n+1 (Z = X). 

It is well known that the hyper spherical harmonics 
form an orthonormal basis for the Hilbert Space of 
continuous functions on Sn.9 Consider the series 

00 N(n,l) 

I;='E 'E a7'Y(n,l,m), 
I 0 meO 

(2.1) 
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where 
at = (Y(n, I, m ),1). (2.2) 

Via relation (1. 15), the hermiticity of L2n, and the 
Schwarz inequality, we may readily establish the 
following theorem: 

Theorem 2: Supposej is 2p times continuously 
differentiable (P = 0,1, .. '). Then azm in (2.2) satis
fies the bound 

(2.3) 

(see Theorem 6 of I). Note that this says that infi
nitely differentiable functions give rise to coeffiCients 
which fall off faster than any inverse power of I. We 
will be able to improve this ifj is analytic. 

Via (2.1), we construct the series 
uo N(n.l) 

If(X) =:0 :0 atX1Y(n,I,m). 
I=Om=O 

(2.4) 

By using the estimates (1.19), (1. 26), and (2.3), it is 
straight forward to prove the following theorem. 

Theorem 3: Letj be a continuous function on Sn. 
For all Xo < 1, the series (2.4) converges absolutely 
and uniformly to a real analytiC function of X in the 
closed ball Bn (Xo)' If(X) is harmoniC in this ball 
(v..~1 If = 0). Furthermore, If(X) may be continued to 
a holomorphic function If(Z) represented by the series 

00 N(n.l) 

If(Z) =:0 :0 arH(n,l,m,Z), 
1=0 m=O 

(2.5) 

which converges everywhere in the closed ball B2n+1 

(Z = Xo). 

If we restrict If (X) to a fixed value of Xo < 1, If<XO) 
represents a real analytic function on the sphere of 
radius X o. This follows, since If is real analytic in 
the Xi' and the transformation to X and a coordinate 
patch on sn(x) is necessarily analytic. The resulting 
function is clearly analytic in each coordinate patch. 
From this, it should be clear that if we begin with a 
continuous function on a sphere of radius Xo > 1, we 
can generate a real analytic function on Sn. That is, 
we simply consider the series 

00 N(n.l) (X)l 
Jj(X) ='Ro Eo bt Xo Y(n,l,m), (2.6) 

where the bt are obtained as in (2.2), only the inte
gration is over sn(xo)' 

Jf(X) represents the regular solution of Dirichlet's 
interior problem for the Laplace equation in Rn+1 
with continuous boundary values given on the sphere 
sn(Xo).10 Such solutions give rise to real analytic 
functions on Sn. Do all real analytic functions on Sn 
arise in this manner? 11 This question is answered in 
the affirmative in the following theorem. 

Theorem 4: Letj be a real analytiC function on Sn. 
Let g be the regular solution of Laplace's equation 
V:+1g = 0 in the interior of sn which takes on the 
valuesj when approached from within. Then g is real 
analytic in some ball B(Xo) for some Xo > 1. 

To prove this, we will show that the Poisson repre
sentation for the solution of the interior problem may 

be continued into a sphere of radius X 0 > 1. The 
solution g of the interior problem is given by12 

(X Q) - (1 _X2) J dQ' j(U') 
g , - Qn n (1 + X2 - 2X COsy) (n+1)/2 ' 

(2.7) 
where y is the angle between the observation point 
vector (X, Q) and the integration point vector (1, Q '). 
For X, Q such that the denominator in (2.7) does not 
vanish, g(X, Q) represents an analytic function of 
(X,Q). The integral may be written 

g(X Q) = 1.. ......;("-1 ___ X_2):-
, Qn (2X) (n + 1)/2 

x J dQ ' f(U') , 
(cosu - COSy)(n+1)/2 

(2.8) 

where 
y == cosu =:: ~ (X + X-1). (2.9) 

The map (2.9) from the complex X plane to the com
plex cosu plane maps circles in X onto ellipses in y. 
The unit circle in X is mapped onto the interval 
[-1, 1 ], while the circles of radius R, 1/R are mapped 
onto the same ellipse in y , having foci at ± 1 and 
semimajor axis ~ (R + 1/R) 

For Ixi < 1, (2.8) represents an analytiC function of 
X when Q is real. We already know that g(X, Q) is 
analytic interior to Sn. We also know thatg(X = 1,Q) 
= j(Q) is analytic in Q. By Hartog's theorem13 we 
need only establish that g is an analytic function of X 
for fixed Q in order to establish the analyticity of g. 

This is accomplished as follows. Choose the obser
vation point Q. The axes of integration may now be 
chosen so that CoSy = cose 1 , where e1 is the first 
hyper spherical angle defined in Eq. (1. 7). We may 
express dQn in terms of the (n - 1) spherical area by 
the relation 

dQn = (sine 1)n-1dQn_1' 

Inserting this information into Eq. (2. 8) yields 

G(X) == g(X,Q = Q ) = (1 _X2) 
o (2X)(n+1)/2 

x J1 (1 - W2) (n-2)/2 f' (W) dW 
-1 (y _ W) (n+1)/2 ' 

where 
j I (W) = QN1 J dQn-1 j(W, Qn-l) 

and 
W =:: cosl\. 

(2.10) 

(2.11) 

(2.12) 

(2.13) 

For X in a neighborhood of 1, y is in a neighborhood 
of 1. The only portion of the integral (2.11) which 
can be singular is in a neighborhood of the endpoint 
W = 1.14 Now j I (W) has a convergent power series 
expansion in powers of (1 - W2) near W =:: 1. 

This may be seen as follows: A coordinate patch in a 
neighborhood of W = 1 consists of the variables Xi' 
i > 1. Since j is analytic it has a power series ex
panSion in the Xi' Inserting such an expansion into 
Eq. (2.12) together with the definitions (1. 7) yields 
an expansion ofj'(W) in powers of (1 - W2)l/2. As 
cosei is odd in [0,1T] and sinei is even, only terms with 
I even survive the integration. 

Inserting a power series expansion in (1 - W2) into 
the integral (2.11) and explicitly evaluating the inte
gral from 1 - 0 to 1, it can be seen that G(X) is in 
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fact analytic in X in a neighborhood of X = 1 (see 
Appendix). 

These arguments show that in a full neighborhood of 
any point on Sn, g(X, n) is a real analytic function. By 
using the continuity of the radius of convergence of 
real analytic functions and the compactness of sn, it 
follows that g(X, n) is real analytic in B (X 0) for some 
Xo> 1. (See Theorems 7-10 of I). This proves the 
theorem. 

Since g(X, n) is real analytic in the interior of B(Xo)' 
V;+1 g (X,n) is also real analytic in the interior of 
B(x o)' But V;+1 g (X,n) vanishes inside sn. By con
tinuation, it also vanishes inside B(Xo)' g(X,n) may 
therefore be represented by a series of the form (2.6) 
which converges to g(X, n) everywhere in B(Xo)' 
Since the bim in (2.6) are bounded by a constant, it 
follows that the restriction of this series to sn(x = 1) 
is a surface harmonic expansion which has coeffi
cients falling off exponentially: 

(2.14) 

We now have sufficient information to state the theo
rems which characterize the analytic functions on sn 
and their harmonic expansions. We make the follow
ing definitions in order to proceed. 

Definition 1: Let If be a series of the form (2.1). 
The modulus of convergence Z 0 is defined by the 
formula 

Z"(l = lim suplarl 111 , (2.15) 

where the limit superior is taken over all l, m indi
cated in (2.1). 

Definition 2: The open superball of modulus Z l' 
SBn(z 1) is the set of all points in SnCfor which Z(a) 
is less than Z l' where Z (a) is defined in (1. 31). 

Definition 3: The characteristic growth function 
Lll(a) is defined as 

Lll(a) = M(n,l)[Z(a)]I. (2.16) 

Note that Z(a) is a monotone function of a and that 

lim [M(n,l)]1/1 ---71. 
1->00 

(2. 17) 

Theorem 5: Let If be a series of the form (2.1), 
with Z 0 ;c 0 given by (2.15). Then Z 0 is the least upper 
bound of those Z's for which the sequence larl LlI(a) 
is bounded (Theorem 2 of I). 

Theorem 6: If converges absolutely and uniformly 
to a holomorphic function everywhere in SBn (Z 0)' 
SBn (Z 0) may not be extended by analytic completion 
as it represents an envelope of holomorphy [Theorem 
3 of I]. The second portion of the theorem may be 
seen most easily by observing that B2n+1(Zo) is an 
envelope of holomorphy.1 5 

Theorem 7: Letf be a real analytic function on sn. 
Thenf has a unique extension to a holomorphic func
tion in the interior of some maximal superball of 
holomorphy SBn (a 1): That is,! is holomorphic in 
SBn (a 1)' and singular in any larger superball. (See 
Theorems 7-12 of I). 
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Lemma 2: Let f be real analytic on Sn, SB (a 1) its 
maximal superball of holomorphy. Let!, be the 
unique regular (at the origin) solution of Laplace's 
equation which agrees withf on Sn. Let B2n+1(Z 0) be 
the maximal ball in en + 1 in which!' is holomorphic. 
Then Z(a 1) = Z o' 

Proof: Clearly f' agrees withf everywhere on 
Snc inside B2n+1(Zo)' so the only possibility is that 
Z(a 1)?- ZOo Iff(Z) is a solution of the Laplace's 
equation V;+1 (x)f (Z) = 0, then f (Zei<l» is also a solu
tion. But the set of points Zei<l> where Z is restricted 
to Snc and a fixed value of a sweeps out all points on 
the sphere S2n+1(Z(a». By hypothesis we are able to 
continue f into a larger superball. There must exist 
a full neighborhood of this superball in which f' is 
analytic, and hence satisfies Laplace's equation. From 
this set of points, we can generate all the points in a 
ball larger than B2n+1(Z 0) by the transformation 
Z ---7 Zei<l>. Since Laplace's equation must be satisfied 
at these points, the function is required to be analytic 
there, leading to a contradiction, unless Z(a 1) = Z o. 

Via this lemma and (2.14), we readily establish the 
following theorem. 

Theorem 8: Let f be a real analytic function on 
sn, and let SBn (a 0) be the maximal superball of holo
morphy of its unique extension. Then, for any Z 1 < 
Z(a o) the coefficients defined in (2.2) satisfy the 
inequality 

(2.18) 

where M(Z 1) is a constant for fixed Z 1 . 

Putting together our previous information we get a 
final complete characterization of the real analytic 
functions on Sn . 

Theorem 9: Let f be a real analytic function on sn 
and SBn (a 0) the maximal superball of holomorphy of 
its unique analytic extension. Then the harmonic ex
pansion for f given by Eqs. (2.1) and (2.2) converges 
and is holomorphic in SBn(a o)' The harmonic expan
sion converges to the function f. Conversely, if the 
harmonic expansion for f has a superball of conver
gence SBn(a o)' then f can be continued to a holomor
phic function in SBn (a 0) and its continuation agrees 
with the harmonic expansion in SBn(a o)' (See Theo
rem 14 of I). 

APPENDIX 

We 'fish to show that the integral (2.11) is analytic in 
X near X = 1, i.e., y ~ 1. The only portion of the in
tegral which can be singular is the portion near the 
endpoint, i.e., from 1 to 1 - O. Here 0 is chosen small 
enough so that a power series for i' (W) is valid, and 
1 + W does not vary appreCiably over the interval 
[1,1 - 0]. By expanding !'(W) in powers of (1 - W2), 

00 

!'(W) = ~ a l (l - W2)1 (A1) 
1=0 

inserting into (2.11), pulling out powers of (1 + W), we 
find that the possible Singular portion of (2.11) is 
given by 

J. (X) = (1 _X2) ~ a (2)(n-2+20/2J.l(X) (A2) 
n (2X)(n+1)/2 I =0 In' 
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where 

J
l (1 - W) (n-2+21)/2 

Jl(X) - dW ~-~-----,...--
n - 1-6 (y _ W)(n+l)/2 • (A3) 

By defining a quantity E by 

y = 1 + E, (A4) 

we find, using (2.9), 

E = (X - 1)2/2X; (A5) 

changing variables in (A3) to J.! = 1 - W, we find 

(6 J.! (n-2+2l)/2 
J~(X) = Jo dJ.! (J.! + E)(n+1)/2 • (A6) 

To establish the analyticity of In(X), we must estab
lish the analyticity of (1 - X) J~ (X). This is readily 
accomplished, the considerations being different as n 
is even or odd. 

Case 1: n even. Let n = 2k, k = 1,2, .. '. By 
inserting this and integrating by parts, we find 

[
1 J.!k+l-l (k+l-1) 

J~k(X) = - (k _ ~) (J.! + E)k-1/2 + (k -~) (k -~) 

/Lk+I-2 (k + l - 1)! (/L + E)I-1/2] 6 
X + ... + . 

(/L + E) k- (3/2) (k - ~) (k - ~ ) . . . (~ - l) 0 

(A7) 

The portions evaluated at /L = 0 are analytic in E, and 
hence X, while only the last term survives at J.! = 0, 
giving EHI/2). Referring to (A5) we see that this term 
is also analytic near X = 1, except for the case l = 0 
in which case there is a simple pole. To find the 
behavior of In(X), however, we must multiply J~(X) by 
(1 - X), killing the pole at X = 1, and keeping I n (X) 
analytic at X = 1. 

Case 2: nodd. Letn=2k+1,k=1,2,···. By 
inserting this, and integrating by parts, we find 

J.l (X) - - - + -'-----="-'---[
1 J.!k+I-1/2 (k + l - ~)J.!k+I-3/2 

2k+l - k (J.! + E)k k(k -1)(J.! + E)k-1 

+ ... + (k +l-~)(k +l-~)'" (l +~) 
k! 

x J.!1+(1/2)J b _ ~(k_+....:.l_---=:.~!..!)(...:...k_+--....:....l--=~'-"-)_· ·_·~(l=----:.+--,~~)~(l_+~~) 
(J.! + E) 0 k! 

x K;(X), 

1 B. L. Beers and A. J. Dragt, J. Math. Phys.ll, 2313 (1970), 
hereafter referred to as I. 

(A8) 

2 E. T. Whittaker and G. N. Watson, A Course of Modern Analysis 
(Cambridge U.P., Cambridge, England, 1963), p.16!. 

3 A classification of three-body states with proper behavior under 
rotations is given by A. J. Dragt, in J. Math. Phys. 6,533,1621 
(1965). A discussion of the phase space expansion for this case 
may be found in B. L. Beers, thesis (University of Maryland, 1970) 
(unpublished). Note that the results of the present note are inde
pendent of any special classification scheme. 

4 L. Auslander and R. E. MacKenzie, Introduction to Differentiable 
Manifolds (McGraw-Hill, New York, 1963), p. 36. 

5 Higher Transcendental Functions. edited by A. Erdelyi (McGraw-
Hill, New York, 1953), Vol. II, p. 233. 

6 Reference 5, p. 234. 
7 Reference 5, p. 237. 
8 C. Muller, Spherical Harmonics, Lecture Notes in Mathematics, 

Vol. 17 (Springer-Verlag, Berlin, 1966), p.14. 
9 Reference 8, p. 40. 

where 
(b /L1-1/2 

~(X) = Jo J.! + E dJ.!. (A9) 

By inspection, the only portion of J~k+1 (X) which can 
be nonanalytic near E ~ 0 is the term with Kz(X), 
whose behavior we now discuss. 

Changing variables to v = J.!1I2, we have 

61/2 21 
K;(X) = 2 fo _v __ dv. 

v2 + E 
(A10) 

By using the functions log~(Z - 01/2)/Z], analytic in 
the plane cut from 0 to 01 2, and the discontinuity re
lation on the cut 

Z - 0112 
log Z I

Z~V+iO . 
= 21Tt, 

Z~v-iO 

(All) 

(A10) may be converted into a contour integral around 
the cut [0,0 1/2 ] and avoiding the poles. Thus 

K(X)=~ J Z21 logZ- 0 1/2 dZ. 
I 1T (Z + iEl/2)(Z - iE1/2) Z 

(A12) 

Here, the poles at ± iEl/2 are outside the contour. 
We now pass to a larger contour enCircling the poles 
and cut by picking up the poles explicitly. The integ
ral over the larger contour is analytic in E, since as 
E -7 0 the contour is never encountered. Thus, only 
the pole portions may be singular in E. Doing this 
explicitly, we have 

[K(X)]. = (- 1)I+lE 1-(1/2) ilog . ~ (
iE1/2 _ 01/2)~ 

I srng iEl/2 + 0112 
(A13) 

Again, the only non analytic term is when l = 0, and 
this pole is again killed when multiplied by (1 - X). 
The logarithmic portion in brackets is real and analy
tic near E ~ O. 
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A formalism is introduced for analyzing the structure of the gravitational field in the asymptotic limit at 
spatial infinity. Consider a three-dimensional surface S in the space-time such that the initial data on S is 
asymptotically flat in an appropriate sense. Using a conformal completion of S by a single point A "at spatial 
infinity," the asymptotic behavior of fields on S can be described in terms of local behavior at A. In particular 
the asymptotic behavior of the initial data on S defines four scalars which depend on directions at A. Since ' 
there is no natural choice of a surface S in a space-time, the dependence of these scalars on S is essential. 
The asymptotic symmetry group at spatial infinity, whose elements represent transformations from S to other 
asymptotically flat surfaces, is introduced. It is found that this group, which emerges initially as an infinite
dimensional generalization of the Poincare group, can be reduced to the Lorentz group. A set of evolution 
equations is obtained: These equations describe the behaVior of the four scalars under the action of the asymp
totic symmetry group. The four scalars can thus be considered as fields on a three-dimensional manifold con
sisting of all points at spatial infinity. The notion of a conserved quantity at spatial infinity is defined, and, as 
an example, the expression for the energy-momentum at spatial infinity is obtained. 

1. INTRODUCTION 

There is available in special relativity a richer and 
more natural description of closed systems than in 
general relativity. This difference arises, essentially, 
because of the existence of the Poincare group, as the 
group of symmetries on Minkowski space. Consider 
a system initially characterized locally by certain 
tensor fields. The action of the Poincare group in 
special relativity permits a comparison of tensors at 
different points of the space-time manifold; hence, one 
can add together local contributions from various 
parts of the system to obtain quantities characteristic 
of the system as a whole. Of course, constructions of 
this type are unavailable in the presence of curvature. 
Thus, for example, it is meaningful to speak of the 
total energy, momentum, and angular momentum of a 
system in special relativity, while, a priori, such quan
tities are not well defined in general relativity. 

Is there any hope at all, then, of obtaining even an in
complete global description of a gravitating system? 
Suppose that the metric of space-time is asymptoti
cally flat, that is, that the metric gab approaches a 
Minkowski metric, in an appropriate sense, at great 
distances from the sources. Then the curvature would 
become less and less important as one moves away 
from the sources toward infinity. It would seem rea
sonable to expect in this case that, by a suitable limit
ing procedure, one could indeed define certain global 
quantities in terms of the asymptotic behavior of vari-
0us fields (e.g., electromagnetic, gravitational, etc.). 
Of course, the asymptotic region would be well sepa
rated from the source region, and so it may be im
possible to express such asymptotic quantities direct
ly as integrals over the sources. 

There are two distinct regimes in which the asymp
totic behavior of the gravitational field has been 
found to yield useful information concerning the struc
ture of a gravitating system. 

The first of these is at null infinity, i.e., in the limit as 
one moves away from the sources along null geodesics 
Asymptotic structure in this regime has been dis
cussed by Bondi, Van den Berg, and Metzner! and by 
Sachs.2 A set of conditions for asymptotic flatness at 
null infinity have been formulated and an expression 
obtained for the total energy (of sources plus gravi
tational field) in terms of the asymptotic behavior of 
the gravitational field. Since the characteristic sur
faces of gravitational radiation are null surfaces, 3 

one would expect to see, at null infinity, the radiation 
emitted by the sources. This turns out to be the case. 
In fact, the total energy, measured at null inifinity, de-
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creases with time at a rate depending on the flux of 
radiation escaping between successive null surfaces. 
This treatment of asymptotic structure was later re
formulated by Penrose, 4 who, by means of a conformal 
transformation on the metriC, introduced a three-di
mentional surface 9 "at null infinity." Asymptotic pro
perties of a system can be expressed directly, without 
the use of limiting procedures, as local structure on 
9. 

Alternatively, one can study asymptotic structure at 
spatial infinity. This topic has been discussed in a 
series of papers by Arnowitt, Oeser, and Misner. 5 As 
in the null case, a set of conditions for asymptotic 
flatness has been formulated and an expression ob
tained for the total energy -momentum 6 in terms of 
the asymptotic behavior of the gravitational field. (In 
the special case when the space-time is static, one 
can do much more, e.g., define multipole moments. 7 ) 

The purpose of this paper is to introduce a "local" 
description of the asymptotic structure of the gravita
tional field at spatial infinity. Our treatment repre
sents a reformulation (more in the spirit of Penrose) 
of the work of Arnowitt, Deser, and Misner, as well as 
an extension of that work. Let M be a four-dimen
sional manifold with a smooth metric gab of signature 
(-, +, +, +), for which the sources vanish outside some 
world tube. 8 Let S be a smooth, three-dimensional, 
spacelike surface in M. The induced metric on Sand 
the extrinsic curvature of S represent the initial data 
for the gravitational field. 9 Asymptotic flatness of 
such an initial data set is interpreted to mean the 
existence of a conformal completion of S by a single 
point A "at spatial infinity" which displays certain 
features of the standard conformal completion of 
Euclidean 3-space. In addition, one imposes condi
tions on the behavior of the extrinsic curvature near 
A. Asymptotic structure of the gravitational field is 
then to be expressed as structure at the point A, 
asymptotic quantities such as energy and momentum 
as tensors at A, etc. 
In Sec. 2, in order to illustrate the technique, we out
line the asymptotic description of the electromagnetic 
field in flat space. 

In Sec. 3 we define the notion of asymptotic flatness of 
an initial data set. A certain collection of tensors, 
defined at the point A, characterize the asymptotic 
gravitational field. An important feature of these ten
sors is their dependence on the surface S. If two 
nearby surfaces Sand S' are both asymptotically flat, 
then the asymptotic behavior of S' relative to S can be 
expressed in terms of two additional tensors at A. 
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(For example, if 5 and 5' were 3-planes in Minkowski 
space, then the two tensors would represent, respec
tively, the infinitesimal boost and the infinitesimal 
time translation which, applied in succession, carry 5 
to 5'.) We derive the evolution equations, which ex
press the asymptotic field with respect to 5' in terms 
of that with respect to 5 and the two tensors which fix 
the relationship between 5 and 5'. Thus, because of 
the mere existence of such evolution equations, the 
asymptotic field at spatial infinity is deterministic. 
Physically, this determinism reflects the fact that 
radiation cannot escape between successive asympto
tically flat 3-surfaces in the space-time. 3 (That is, 
such surfaces are Cauchy surfaces.10) More generally, 
nothing which the system does at any finite time can 
make its influence felt at spatial infinity. This situa
tion contrasts sharply with that at null infinity. 

Let 5 and 5' be nearby asymptotically flat 3-surfaces 
in the space-time M. It turns out, unfortunately, that 
the two tensors at A which fix the asymptotic rela
tionship of 5' to 5 depend also on directions at A. 
Consequently, the group generated by such pairs of 
tensors (the group in curved space which replaces 
the Poincare group in flat space) is infinite-dimen
sional. This group-the asymptotic symmetry group 
at spatial infinity-is discussed in Sec. 4. It turns out 
to be rather similar in structure to the Poincare 
group, but with the translation subgroup replaced by 
a much larger subgroup. (The same phenomenon oc
curs at null infinity.2) It is not difficult to see intui
tively why this enlargement of the translation sub
group is necessary. The general infinitesimal Poin
care transformation (i.e., the general Killing vector 
field) in Minkowski space has the form ~ a = Fabx b 

+ ~ a, where ~h is a constant skew tensor field, ~ a 
o 0 

is a constant vector field, and x b is the position vector 
relative to some origin. The term Fabx b , which grows 
without bound at infinity, represents a boost and rota
tion' while the constant term ~ a represents a trans la-

o 
tion. Suppose now that the space-time is only asymp-
totically flat. We wish to introduce vector fields ~ a, 
which behave as Killing fields in the limit at infinity. 
Although no exact decomposition of ~ a as above will 
be possible in the presence of curvature, we may still 
require that ~a have the same behavior as a Killing 
vector in Minkowski space to highest order in posi
tion. That is, we may require that ~ a be "asymptoti
cally linear in its position dependence." The curva
ture will, however, cause ambiguity in separating a 
unique "constant part" of ~ a from the much larger 
"linear part." This ambiguity will not disappear even 
in the asymptotic limit, for, although the curvature be
comes less and less at infinity, the domination of the 
constant part by the linear part becomes greater and 
greater. Consequently, one must admit as asymptotic 
Killing fields all vector fields which are asymptoti
cally linear in position (with coefficients which form 
a skew tensor). In particular, the translation sub
group must encompass all vector fields which, when 
added to such a ~ a, do not disturb its asymptotic be
havior to highest order. The collection of such vector 
fields in curved space is, of course, much larger than 
the collection of constant vector fields in flat space. 
Hence, one is forced to enlarge the translation sub
group. 

The fact that the asymptotic symmetry group in 

curved space does not coincide with the Poincare 
group leads to a serious problem. Since the gravita
tional field at spatial infinity is defined in terms of a 
spacelike surface 5, and since the asymptotic sym
metry group determines the possible nearby surfaces 
to 5, it is the full asymptotic symmetry group which 
acts on the field at spatial infinity. But global quanti
ties, such as energy and momentum, in special rela
tivity form representations of the Poincare group, and 
it is this action of the Poincare group which provides 
the usual interpretations of such quantities. Hence, it 
would be rather difficult, a priori, to interpret quanti
ties defined in terms of the asymptotic gravitational 
field. However, it is found in Sec. 4 that certain com
binations of the asymptotic field tensors transform, 
under the action of the asymptotic symmetry group, 
in a way independent of the generalized translations. 
One thus restores an action of the Lorentz group. By 
limiting consideration to these combinations, the pro
blems associated with the asymptotic symmetry group 
are effectively eliminated. 

In Sec. 5, we introduce a three-dimensional manifold 
S consisting of all points "at spatial infinity." The 
asymptotic gravitational field is represented by cer
tain tensor fields on S. By taking appropriate aver
ages, we define conserved quantities at spatial in
finity.ll Since no influence of the sources at any finite 
time can affect the structure at spatial infinity, these 
conserved quantities can be interpreted as describing 
the system in the limit of the distant past. Certain of 
these, such as energy and momentum, can be consi
dered as applicable to the system for all times, while 
others refer to the radiation emitted by the sources 
in the distant past. We merely write down the ex
pression for the energy-momentum of Arnowitt, 
Deser, and Misner. Additional conserved quantities 
and their interpretation will be discussed in a subse
quent paper. 

2. AN EXAMPLE: ELECTROMAGNETISM 

Our approach to the asymptotic structure of the gravi
tational field will be based on a number of geometri
cal constructions. It is convenient to discuss these 
constructions initially in a familiar setting, without 
the additional complications inherent in the gravita
tional case. Furthermore, we require an example of 
asymptotic structure in flat space in order to illus
trate the modifications caused by curvature. For 
these reasons, we begin with a brief discussion of the 
asymptotic structure of the electromagnetic field at 
spatial infinity. 

Let M, gab be Minkowski space, and let ~b (= F[ab]) be a 
solution of Maxwell's equations with charge-current 
Ja : 

(1) 

(2) 

Let 5 be a spacelike 3-plane in Minkowski space, ~a 
its unit normal, and hab its induced (positive-definite) 
metric (so hab =gab + ~a~b)' The electric and mag
netic fields on S are defined by 

B = 1.£ Fbetd a 2 abed .,. 

(3) 

(4) 

J. Math. Phys., Vol. 13, No.7, July 1972 



                                                                                                                                    

958 ROBERT GEROCR 

Denote by Da the derivative on S. Contracting (1) with 
~a, and using (3), we obtain 

DaEa = - ~aJa' (5) 

Similarly, contracting (2) with tabcd~d and using (4), 

DaBa = O. (6) 

Equations (5) and (6) are the constraint equations. 

Let S' be a second 3-plane which differs infinitesi
mally from S. This S' can be described as follows. 
Each point of S' is obtained by moving a distance 
Efp(x) along the normal to S at the point x of S, where 
cp(x) is a scalar field on Sand t «1 is a constant. 
Thus, if cp(x) is a constant, S' differs from S by an in
finitesimal time translation. If, on the other hand, 
cp(x) is linear, Le., cp(x) = SaX a, where x a is the posi
tion vector of x relative to some origin 0 on S and sa 
is a constant vector field on S, then S' differs from S 
by an infinitesimal boost about O. But, since Sand S' 
are both 3-planes in Minkowski space, the general 
admissible cp(x) must represent some combination of 
these two Poincare transformations. That is, cp(x) 
must be of the form 

(7) 

We now obtain the evolution equations. Let a dot over 
a field on S denote c 1 times the difference between 
the value of that field on S' and on S. Contracting (1) 
with h~ and (2) with ~ a, we obtain 

Ea = tabcV(cpBc) - cpJa - CP~a(~mJm)' 

Ba = - tabcDb(cpEc), 

(8) 

(9) 

respectively, where tabc = tabcd~ d is the alternating 
tensor on S. Equations (8) and (9) express both the 
time evolution of the electromagnetic field and its be
havior under boosts. Note that, applying a dot to both 
sides of (5) and (6), using (8), (9), and the conservation 
of Ja , we obtain an identity in each case. 

We now return to the flat 3 - space S. It is well known 
that Euclidean space can be conform ally completed by 
a point at infinity. Set 

(10) 

where Q = y-2 and r is the Euclidean distance from 
the origin 0 on S. It is possible to affix a single point 
AtoStoobtainanew 3-manifoldS = SUA, such that 
the metric hab is smooth at A. (Topologically..! S is a 
3-sphere.) We regard Q as a scalar field on Sand 
note that the asymptotic behavior of Q(~ r-2 ) is cha
racterized by the conditions 

(11) 

~t A, where jja is the derivative on S with respect to 
h ab · 
Thus, the study of asymptotic properties of fields on S 
reduces to the study of local properties of the fields 
at A. 
We next apply the conformal transformation (10) to 
the Maxwell equations. The indices of tensors with a 
tilde will be raised and lowered with fi ab and its in
verse fiab. Assign to Ea andBa dimensions12 sec-1 : 
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Ea = Ea, Ea = Q-2Ea, 

Ba = Ba, Ba = Q-2Ba. 
(12) 

By using (10) and (12), the constraint equations (5) and 
(6) take the form (Appendix B) 

jj Ea = Q-1Eajj Q 
a a ' 

jj)ja = Q-1EaDan, 
(13) 

where we have dropped the source term. (We shall be 
concerned with these equations only near A, where we 
shall assume Ja = 0.) It is convenient to assign to the 
function cp dimensions12 sec: 

(14) 

The evolution equations (8) and (9) become (Appendix 
B) 

E = E Db(rnjjc) -Q-1mE jjcDbn a abc 't' 't' abc ," , 

Ba = - EabcDb(cpEC) + n-1CPEabcEcjjbQ, 
(15) 

where Eabc(_= Q3 tabc ) is the alternating tensor with 
respect to h ab' and where we have again dropped the 
source terms. 

We wish to study Eqs. (13) and (15) asymptotically, 
i.e., we wish to take their limits at the point A. It 
turns out, however, that such limits will exist in 
general only if we permit the limit to depend on the 
direction of approach to A. Let Ta. "cb ... d be a smooth 
tensor field on S = S - A. We say that Ta .. ,c

O 
••• 

d 
de

fines a direction-dependent tensor at A if the limit of 
fa ... c" ... d along any smooth curve y with endpoint A 
exists, and depends only on the unit tangent vector 1/a 
to y at A. We write the limit as follows: 

Ta .. ·c (1/) = lim fa . . ·c 
b ... d b·· ·d·· (16) 

Thus, Ta ... cb ... d(1/) is a function from the 2-sphere of 
unit vectors 1/m at A to tensors at the point A. For 
example, it follows from (11) that 

1/ = lim .!.n-l/2D- Q a 2~~ a· (17) 

There is a derivative operator on direction-dependent 
tensors at A. If Ta",cb ... d (1/) is such a tensor, we de
fine am Ta .. ·c b . . . d to be the direction -dependent tensor 
obtained by taking the derivative of Ta ... c b ... d(1/) with 
respect to the unit vector 1/m . Thus, the derivative 
satisfies the Liebnitz rule, commutes with contrac
tions, and obeys 

for any Ta ... c b ••. d (1/). For example, we have 

aa1/b = hab - 1/a1/b' 

aahbc = 0, 

(18) 

(19) 

where hab is the direction-dependent tensor at A de
fined by fi b' Finally, the result of commuting deriva
tives is a 

a[manlTd,,,cb ... d = 1/ [ma"lTa ... cb ... d. (20) 

We shall be concerned with Maxwell fields which are 
asymptotically well behaved in the sense that 

E a (1/) = limEa' B a (1/) = limBa (21) 
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define direction-dependent tensors at A. The two ob
jects Ea and Ba characterize the asymptotic electro
magnetic field. 

Taking the limits of the constraint equations (13) at 
A, we obtain immediately 

(22) 

In order to write the asymptotic form of the evolution 
equations, we must describe the asymptotic behavior 
of cpo It follows from (7) and (14) that 

(23) 

at A. That is to say, the value of cp at A is zero, the 
derivative of cp at A gives the infinitesimal boost asso
ciated with p, and the second derivative of cp at A is a 
multiple of h ab' the constant of proportionality giving 
the infinitesimal time translation associated with cp. 
Thus, cp is completely and uniquely characterized by 
the number s and the vector sa at A. To represent the 
vector sa' we introduce the direction -dependent scalar 

(24) 

at A. The fact that qJ(1) is linear in 1) can be express
ed by the equation13 

[See (19).] Taking the limits of (15) at A and using 
(24), we obtain 

Ea = Eabcob(qJBC)- qJEabc 1)bBc, 

Ba = - Eabcob(cpEc) + CPEabc1)bEc, 

(25) 

(26) 

where Eabc is the direction-dependent tensor at A de
fined by €abc' Note that the "time-translation part of 
cp," i.e., the number S in (23), does not appear in (26). 
That is to say, the asymptotic electromagnetic field is 
invariant under time translations. 

To summarize, the asymptotic electromagnetic field 
is defined by a pair E a(1), B a(1), of direction-depen
dent vectors at A, subject to (22). To describe the 
evolution of these fields, one must first specify what 
boost is to be applied, i.e., one must first specify a 
direction-dependent scalar cp(1) , subject to (25). The 
behavior of Ea and Ba under this cp(1) is given by 
(26).14 

Suppose now that we apply to § a further conformal 
transformation with conformal factor w, where w is 
smooth at A. To interpret this transformation geo
metrically, note that it amounts to choosing for the 
conformal factor in (10) wn rather than n. But we 
earlier set n = r-2 , where r is the Euclidean distance 
from some origin 0 in S. Thus, a conformal trans
formation on S corresponds to a change in the choice 
of origin in S. In other words, the behavior of the 
asymptotic fields under space translations is repre
sented at A by their behavior under conformal trans
formations on S. 

In order that (11) be preserved under the application 
of the conformal factor w, it is necessary that w = 1 
at A. In fact, the w which represents a change in ori
gin from 0 to 0' is w = 1 + 2 r-2uax a , to first order 
in the position vector u a of 0' relative to O. Thus, 
w = 1 at A, while the derivative of w at A specifies 

the space translation represented by W. In particular, 
(21) and (12) imply that the asymptotic fields Ea and 
Ba are invariant under such conformal transforma
tions, while (24) and (14) imply that qJ(1) is invariant. 
In fact, the only change occurs in the number s of 
(23), to which there is added a multiple of saua. This 
behavior, of course, reflects the fact that the resolu
tion of a Poincare transformation into a boost and a 
time translation depends on a choice of origin. Since 
s does not appear in the evolution equations (26), all 
our equations at A are invariant under conformal 
transformations. 

Thus, it is only the boosts and rotations, and not the 
time or space translations (Le., only the Lorentz 
group and not the Poincare group) which acts on the 
asymptotic electromagnetic field. 

Since Ea(1) and Ba(1)) are unaffected by asymptotic 
time translations, any quantity at A constructed 
from E a and B a is, in a sense, "conserved." Thus, if 
the term "conserved quantity" is to be a useful one, 
we must redefine it so as to require more than mere
ly invariance under asymptotic time translations. 
Note thatE a and Ba define an infinite-dimensional re
presentation of the Lorentz group. This representa
tion is reducible. By a conserved quantity we shall 
understand any (irreducible) finite-dimensional re
presentation of the Lorentz group obtained from the 
Ea. Ba representation. This definition is motivated by 
the fact that conserved quantities in special relativity 
are always finite-dimensional representations. 

Asymptotic conserved quantities can be obtained by 
taking averages of direction-dependent tensors at A 
over the 2-sphere of the 1)'s. We write this operation 
"Av." It is not difficult to prove the following impor
tant relation connecting averages and derivatives: 

(27) 

for any direction-dependent tensorTa,,,c
b 
... 

d
(1) at A. 

As an example. we exhibit one conserved quantity in 
electrodynamics-the charge. Set 

Q = Av(E a1)a). 

Then, from (26) and (27), 

Q = AV[Eabc1)a ob(cpBc)] 

= Av[ob(Eabc1)acpBc) - Eabc(a b1)a)qJBc] 

= Av[(21)b)Eabc 11aqJBC] 

= O. 

(28) 

(29) 

Thus, Q is invariant under boosts, while its lack of in
dices and lack of dependence on 11 ensures invariance 
under rotations. Every asymptotic quantity is in
variant under translations. This Q is simply a real 
number associated with any asymptotically well-be
haved solution of Maxwell's equations. 

3. ASYMPTOTIC BEHAVIOR IN CURVED SPACE 

In this section we discuss the notion of asymptotic 
flatness of initial data for Einstein's equation. The 
treatment is essentially that of Sec. 2, modified to 
take account of the fact that the initial spacelike 3-
surface S need not have a flat intrinsic metric. By 
means of a conformal transformation, one introduces 
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a single point A at spatial infinity. One then intro
duces fields at the point A [analogous to (21)] and their 
constraint and evolution equations [analogous to (22) 
and (26)]. 

Let M be a four-dimensional manifold with a smooth 
metric gab of signature (-, +, +, +). Let 5 be a three
dimensional, spacelike submanifold of M. Denote by 
h ab the (positive-definite) induced metric on 5, and by 
pab the extrinsic curvatureI5 of 5 (see Ref. 9 or 
Appendix A). These tensor fields on 5 describe the 
intrinsic geometry of 5 and the embedding of 5 in M, 
respectively. Suppose that our space-time satisfies 
Einstein's equation without sources, i.e., that the 
Ricci tensorI6 Rab of (M,gab) vanishes. It then fol
lows (see Ref. 9 or Appendix A) that h ab and pab satisfy 
the constraint equations: 

ffi-Pmnpmn + p2 = 0, 

Dm(pam - ph am) = 0, 

(30) 

(31) 

where Da is the (covariant) derivative on S with re
spect to h ab' ffi is the scalar curvatureI6 of S, and 
p = p ~. (Indices of tensor fields on S are raised and 
lowered with the metric h ab and its inverse.) More 
generally, a 3 -manifold S with a pair of smooth sym
metric tensor fields hab (positive-definite) andpab, 
subject to (30) and (31), will be called an initial-data 
set. Our description of the gravitational field at 
spatial infinity will be in terms of initial-data sets. 

The evolution equations determine the data at a slight
ly different "time," i.e., on a nearby surface, in terms 
of the data on S. Let cp be an arbitrary (not neces
sarily positive) smooth function on S. For fixed con
stant E, we denote by S' the surface which results from 
moving each point x of S a proper distance Ecp(X) along 
the future-directed geodesic normal to S through x. 
This construction clearly gives a natural mapping 
from S' to S. Rence, the initial data on S' defines a 
~econd set hab(E), pab(E), of initial data on S. Setting 
hab = (d/dE)hab(E)I€=o,pab = (d/dE)pab(E)I€=o, we have 
the evolution equations (see Ref. 9 or Appendix A): 

(32) 

where ffiab is the Ricci tensor16 of 5. (Note the place
ment of indices: Pab = (hamhbnpmnr ;c hamhbnpmn;hab = 
- 2cpPab ;c hamhbnhmn) The function cp in (32) and (33) 
allows the evolution to proceed at different rates at 
different points of S, and even into the future at cer
tain points of S (where cp > 0) and into the past at 
others (cp < 0). The constraints are preserved under 
the evolution, for, applying a dot to both sides of (30) 
and (31), and using (32) and (33), we obtain identities 
(see Appendix B). 

We shall be concerned only with the asymptotic be
havior of an initial-data set. The discussion of Sec. 2 
suggests that, in order to describe this asymptotic be
havior, we apply a conformal transformation to Eqs. 
(30)-(33). Set 

(34) 

where n is a positive scalar field on S. As in Sec. 2, 
we assign to cp dimensionsI2 sec: 
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(35) 

Finally, it is convenient to choose for pab dimensionsI2 
sec-I: 

pab = n-3pab, P-a = n-Ipa 
b b' (36) 

Substituting (34)-(36) into (30)-(33), we obtain (Appen
dix B) 

ill - pabpab + p2 = 6n-2(15mn)(15mn) - 4n-I 15 2n, (37) 

jjm(pam -pfiam) = 2n-I (.qnn)pam, 

(b = 2CPPab + 2n- I nnab , 

pab = _ 3n-1ti,pab + jjajjbcp _ cpCRab - 2(j;fjamfjb
m

. 

(38) 

(39) 

- cpppab - 2n-I cpDaDbn + 3n-2fiab(Dmn)(Dmn)cp 

- n-1 fiab (Dmcp )(Dmn ) - n -1cptiab15 2n, (40) 

where Da , iRab, and iR are the derivative, Ricci tensor, 
and scalar curvature, respectively, with respect to 
fi ab' and where indices of tensor fields with a tilde are 
raised and lowered with hab and its inverse. Note that 
n appears in (39) and (40): We permit the conformal 
factor to vary in an essentially arbitrary way from 
one surface to the next. In other words, we include 
the conformal behavior of the fields in the evolution 
equations. 

We now introduce the notion of asymptotic flatness of 
an initial-data set. We first require some general 
conditions on the metric h ab which reflect the intuitive 
idea that "h ab approaches a Euclidean metric suffi
ciently rapidly at infinity." (The situation is essen
tially that of Ref. 7.) We require, firstly, that it be pos
sible to attach a single point A to S to obtain a second 
3-manifold S = 5 U A. Secondly, we require that it be 
possible to assign to S a metric fi ab which is co at A 
and Coo elswhere, and a scalar field n which is C2 at 
A and Coo elsewhere. Finally, we require that on S = 
§ - A, nab = n2h ab , and that, at the point A, 

n = 0, Dan = 0, 15)\n = 2hab • (41) 

(Note that Eqs. (41) do not require a connection.) 

These conditions may be compared with the discussion 
preceeding Eq. (11). Asymptotic flatness of a 3-space 
S, h ab in the curved case is defined to mean the exis
tence of a conformal completion by a point at infinity 
which shares certain properties with the standard 
conformal completion of Euclidean 3-space. The es
sential difference between the flat and curved cases 
involves the choice of differentiability conditions. 
(Compare, Ref. 7.) The particular choice of differen
tiability conditions above is motivated by the fact 
(which we shall see in more detail later) that one can
not impose stronger conditions even in very simple 
examples (e.g., in the Weyl solutions). Finally, we re
mark that, by a generalization of Ref. 7, it can be 
shown that the completion above is unique if it exists. 

The conditions above do not suffice, however, to de
fine a reasonable notion of asymptotic flatness of an 
initial-data set. Roughly speaking, the conditions, 
above are on the geometry: We require further con
ditions, analogous to (21), on the fields. We use the 
terminology and notation of Sec. 2.1 7 [See Eqs. (16)
(20).] The required conditions are that 
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ffi ab(lJ) "" lim(n1/2)<Rab' 

U ab (lJ) = limn~1/2(D)jbn - 2nab ) 

define direction -dependent tensors at A. 

(42) 

(43) 

(44) 

To summarize, an initial-data set S,hab,pab will be 
said to be asymptotically flat if there exists a 3-
manifold 5 = SUA with a positive-definite metric 
nab and a nonnegative scalar field n such that: 

(1) At A, hab is Co and n is C2. 

(2) On S, iiab =: n 2h ab • 

(3) At A, n = 0, Dan = 0, and D)~)n = 2hao ' 
(4) Equations (42)-(44) define direction-dependent 

tensors at A. 

On what basis have these particular conditions been 
selected? An appropriate definition of asymptotic 
flatness of initial-data sets should satisfy one im
portant criterion: It should be true that, if an initial
data set is asymptotically flat, and if that set is 
evolved [using (32) and (33) for an appropriate class 
of (/J' s], then the resulting initial data sets are also 
asymptotically flat. Suppose, for example, that we 
were to omit (42) from the definition of asymptotic 
flatness. Then, in general, evolution under (32) and 
(33) would destroy (43) and (44). If, on the other hand, 
(42) were replaced by a stronger condition such as 
pab = 0, then, even in static space-times, this stronger 
condition would be destroyed by (32) and (33). Roughly 
speaking, the conditions above are the most stringent 
which are still satisfied by the static space-times.7 

[Conditions (42)-(45) are essentially those of ADM. 5] 

The asymptotic gravitational field will be character
ized by the three direction-dependent tensors pab(TJ), 
ffia,,(T/), and Oab(TJ) at A. These are analogous to the 
Ea(7) andBa(T/) of Sec. 2. We now derive the constraint 
equations, the gravitational analogs of (22). As in Sec. 
2, we denote18 by hab the direction-dependent tensor 
at A defined by hab' and we use this metric to raise 
and lower indices of direction-dependent tensors at 
A. Taking the limit of (38) at A and using (17), we ob
tain immediately 

(45) 

Multiply Eq. (37) by (n)1/2: 

n1/2(IR _pabPab + jiZ) =: nl/2{6W2(Dmn)(Dmn) 

- 4n-1D2 n). (46) 

It seems at first that Eq. (46) will lead to difficulties, 
for whereas the left side of this equation certainly de
fines a direction-dependent tensor at A, the right side 
appears to be unbounded at A. However, it can be 
checked, using (41), that the two terms on the right in 
(46) (both unbounded) just cancel out to highest order. 
By taking the limit of (46) at A and using (42)-(44), we 
obtain the second constrain equation 

(47) 

Note that the terms involving pab in (46) do not contri
bute to (47). 

There are two additional constraint equations which 
arise directly from the definitions (43) and (44). By 
multiplying the Bianchi identity on IRab' 

( 48) 

by n and by taking the limit at A using (43), we obtain 

(am -lJm)(ffiam - ffihaml = O. 

Similarly l by taking the limit of the identity 

at A using (43) and (44) we have 

a [aUble -7) [aOblc:::: ffi abed TJd, 

where we have defined19 

(49) 

(50) 

(51) 

ffi abed = 2h a[c(ffi d]b - tffihd]b) - 2h b[c(ffid]a - iffihd]a)' 
(52) 

Thus, the asymptotic gravitational field is described 
by the direction-dependent tensors pab. mao ,and nab at 
A, subject to (45), (47), (49), and (51). 

In order to derive the evolution equations, we must 
fix the asymptotic behavior of the fields (j; and n in 
more detail. Consider first the function cp, which 
characterizes the rate of evolution at each point of S. 
In the flat case, Eqs. (23) are the asymptotic condi
tions on cp which reflect the fact that this function re
presents an infinitesimal Poincare transformation 
In order that cp represent an "asymptotic Poincare 
transformation" in the curved case, we wish to impose 
as many of these conditions as possible. We can cer
tainly require that (j; vanish at A, and that the deriva
tive of cp, sa :::: itiiJ exist at A. That is, we can require 
that (24) define a direction -dependent scalar ((J(T/) at A 
which is linear, i.e., which satisfies 

(53) 

There is, however, a difficulty associated with the 
third condition (23). Define the direction-dependent 
tensor 

(54) 

at A. Then the identity D [aDb)DcCP :::: HRabcdDdip im
plies 

(55) 

The third condition (23), expressed in terms of ((Jab' is 
((Jab = 2sh ab , where s is a constant. But this is incon
sistent with (55). That is, the metric in the curved 
case does not approach a Euclidean metric at infinity 
sufficiently rapidly that temporal translations can be 
clearly distinguished in the presence of boosts. This 
problem will be discussed in more detail in the fol
lowing section, but for the present we shall merely re
gard the asymptotic behavior of (p as described by the 
direction-dependent tensors ((J(T/) and (/Jab(rJ) at A, sub
ject to (53) and (55). 

We next consider the asymptotic conditions on n the 
quantity which describes an infinitesimal confor~al 
transformation. By taking the limit of (39) at A and 
using the vanishing of iiJ there and (42), we have 

.:. - -1·
hab - 2n nh ab . (56) 
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On the other hand, in order that (41) be preserved un
der the conformal transformation, we must have 

(57) 

at A. Equations (56) and (57) together imply that n-1n 
yanishes at A. Rence, we require the vanishing of n-1 

n at A in order to preser,:e asymptotic flatness. But 
now Eq. (56) implies that fiab vanishes at A. That is to 
say, hab remains fixed throughout the course of the 
evolution. This is an important conclusion, for much 
of the algebraic structure at A is determined by hab • 
The effect of n on the evolution can be expressed in 
terms of the direction-dependent scalar 

(58) 

Thus, the evolution is described by three direction-de
pendent tensors at A as ((J(TJ) (boosts), ((Jab(TJ) (genera
lized time translations), and w(TJ) (generalized space 
translations), subject to (53) and (55). (Rotations, of 
course, are represented by ordinary rotations in the 
tangent space at A.) In the flat case, we can require 
that ((Jab be a multiple of hab and that w(TJ) be linear in 
TJ, thus recovering the Poincare group. 

We now write down the evolution equations. Byeval
uating the rate of change of the Ricci tensor from 
(39), and taking the limit at A, we obtain 

<Ran = - a (aab)W - TJ (aa b)W - 3whab + WTJarlb - habJ2w 

+ ((Ja (aab)p - qJa 2Pab+ 10qJTJ"'a(aP_b)m - qJTJ (aab)p 

- 2(am((J)JmPab + 2(am((J)a (aPb)m + 8TJmp m (aa b)qJ 

- 8qJTI (aPb) mTJ'" + 8qJPab' (59) 

By taking the limit of (40) at A, 

P ab == ((Jab - habTJmTJn ((Jmn - ((J<Rab - 2((Jnab - qJhab n~ 

+ ~((JhabTJ"'1Jt!nmn - ~habnmn TJman((J. (60) 

Finally, from (44), (56), and (58), we obtain 

nab = a (aab)w + TJ (aab)w + whab - w17a TJb 

- 2qJPab - 4qJ1}(aP b)mTJm-4TJmp m(aab)qJ -4qJ1}mPm (a Tlb)' 
(61) 

These three equations give the values of the fields 
pab, <R ab , and nab associated with a nearby surface S' 
in terms of the values associated with S and the fields 
cp, qJab' and w, which describe the asymptotic behavior 
of S' relative to S. It can be checked directly (,al
though the calculation is rather long) that Eqs. (59)
(61) preserve the constraint equations (45), (47), (49), 
and (51). 

4. ASYMPTOTIC SYMMETRIES 

Consider an asymptotically flat initial-data set. The 
asymptotic gravitational field is described by the 
three direction-dependent tensors <R ab , Pab' and nab' 
subject to (45), (47), (49), and (51). The evolution (Le., 
the effect of an infinitesimal change in the surface S 
and in the conformal factor) is described by the direc
tion-dependent tensors qJ, qJab' and w, subject to (53) 
and (55). The asymptotic gravitational field evolves 
according to (59)-(61). 

In the electromagnetic case, by contrast, the asymp
totic field is given by the direction-dependent vectors 
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Ea and Ba subject to (22). The evolution is described 
by the direction-dependent scalar ((J, subject to (25). 
The evolution equations are (26). 

One Significant difference between these two cases is 
that, whereas the single quantity qJ suffices to deter
mine the evolution in the (flat) electromagnetic case, 
three quantities qJ, <Pab, and ware required in the gra
vitational case. What are the geometrical interpreta
tions of these three quantities? 

The direction-dependent scalar <p(T/) of Sec. 3 is com
pletely analogous to the qJ(TJ) of Sec. 2. In both cases 
this scalar is linear in T/[Le., it satisfies (53)], and in 
both cases it represents an asymptotic boost. 

Consider next the direction-dependent tensor qJab 
which enters (60). Comparing (54) and (23), we see 
that, in the flat case ((Jab = 2shab • where s is a constant. 
But, as we saw in Sec. 3, this choice for qJab is unac
ceptable in the curved case because of (55). Thus, 
whereas one has a one-dimensional family of tem
poral translations (labeled by s) in flat space, in the 
presence of curvature one is confronted by an infinite
dimensional family of "generalized temporal transla
tions" (labeled by qJabPo [The general solution of (55) 
involves one arbitrary function.] This phenomenon is 
essentially the same as that which gives rise to 
supertranslations2 in the study of asymptotic struc
ture at null infinity. As discussed in Sec. 1, an en
largement of the translation subgroup is to be expec
ted in the presence of curvature. Finally, note that 
((Jab appears in (60) only in the combination <Pab - hab x 
T]m 17 n<Pmn' Thus, if it were possible to set <Pab == 2shab , 
the constant s would drop out of (60). This remark is 
the gravitational analog of the fact that s does not 
appear in the evolution equations for electrodynamics, 
Eq. (26). 

Finally, we consider the direction-dependent scalar W 

which appears in (59) and (61). The presence of W re
flects the fact that <Rab and nab are not conformally in
variant. In the electromagnetic case, on the other 
hand, Ea and Baare conformally invariant. The reason 
for this difference is that "conformally invariant" has 
different meanings in the two cases. For S EUClidean, 
one can choose the metric hab to be smooth at A. One 
can then require that a conformal transformation pre
serve this smoothness, i.e., one can admit only con
formal factors of the form 21 (1 + nl/2w) near A, 
where W is linear in 1}. In the curved case, on the 
other hand, the metric hab is only continuous at A. The 
conformal factor (1 + n1 / 2w) near A preserves con
tinuity for any direction-dependent scalar W at A. 
Thus, there is no criterion, in the presence of curva
ture, for selecting the three~dimensional class of ad
missible w's from what is, a priori, an infinite-dimen
sional class. 22 As we saw in Sec. 2, conformal trans
formations near A are associated with spatial transla
tions. Curvature has the effect of replacing the usual 
three-dimensional family of ordinary spatial transla
tions by an infinite-dimensional class of generalized 
spatial translations. Finally, note that W appears in 
(59) and (61) only in the combination (J (aab)w +1} (aab)w 
+ w(hav -1}aTJb)' Thus, if w were linear in T], it would 
drop out of (59) and (61). This remark is the gravita
tional analog of conformal invariance in the electro
magnetic case. 

One could imagine several courses of action in res
ponse to the appearance of generalized translations. 
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One could simply accept as the asymptotic symmetry 
group at spatial infinity the infinite-dimensional Lie 
group consisting of the boosts, rotations (Le., rota
tions in the tangent space at A), and generalized tran
slations. This group has essentially23 the same 
structure as the Bondi-Metzner-Sachs group.2 One 
could regard all of the objects CRab' P ab, and nab as 
having physical significance, and accept (59)-(61) as 
the final evolution equations. The difficulty with this 
approach is that it apparently precludes, as we shall 
see in the following section, the introduction of a 
finite-dimensional surface consisting of all points at 
spatial infinity. The existence of such a surface has 
been particularly useful (e.g., as a domain of inte
gration) in the null case,4 and so it would be unfor
tunate if no finite-dimensional surface could be ob
tained in the spatial case. Furthermore, an infinite
dimensional asymptotic symmetry groups leads to 
difficulties in the interpretation of asymptotic quan
tities. 

Alternatively, one might separ ate a family of " ordi
nary" temporal and spatial translations from the 
much larger class of generalized translations by 
means of subsidiary conditions. Suppose,for example, 
that we impose, as additional conditions on the asymp
totic fields, the following: 

P = 0, CR = O. (62) 

It is not difficult to check,from (59) and (60), that 
there always exists a choice of cP ab and w for which 
(62) is preserved under the evolution,and that,fur
thermore, w is thus determined uniquely up to the 
addition of a scalar linear in 71, while cP ab is deter
mined uniquely up to a constant multiple of hab' The 
subsidiary conditions (62) thus restore the Poincare 
group as the asymptotic symmetry group. The pro
blem with this approach is that there are, presumably, 
other equally reasonable choices of subsidiary condi
tions besides (62). Hence, it would be difficult to in
terpret physically conclusions drawn from this ap
proach because it would be difficult to ascribe physi
cal Significance to conditions such as (62). 

It turns out,fortunately, that a great deal of the struc
ture of the asymptotic gravitational field can be dis
cussed without any commitment whatever as to how 
the generalized translations will be treated. We ask 
if it is possible to obtain direction-dependent tensors 
which are expressed in terms of CRab 'Pab' and nab' 
but whose evolution involves neither cP ab nor w. It 
turns out that, not only do there exist such tensors, 
but they carry most of the information carried by 
CRab' p ab ,and nab' Furthermore, the information 
these tensors do carry appears to be the most inter
esting from a physical viewpoint. What remains is 
dominated by the generalized translations, in the 
sense that its evolution can be given arbitrarily by 
appropriate choices of CPab and w. By restricting 
attention to these new tensors, the generalized trans
lations drop out of the formalism. Only the Lorentz 
group survives. 

Consider first the appearance of w in (59) and (61). It 
follows from (61) that the quantity 

(63) 

evolves independently of w. Similarly,from (59) and 
(61),the combination 

(64) 

evolves independently of w. Consider next the appear
ance of cP ab in (60). Clearly, the quantity 

(3 =- 3Pmn lJm Tl n (65) 

evolves independently of cP ab' Furthermore, it can be 
checked from (55) and (60) that the combination 

(66) 

also evolves independently of CPal>' It is not enough, 
however, merely to find quantities 0 a ' CR~b , f3, and 
K abc , whose evolution is independent of cP ab and w. It 
must also be true that the evolution of 0 a , CR~l>' (3, and 
Kabc depends only on the values of these four quanti
ties and not on the parts of CRab' Pal>' and 0ab' which 
have been discarded in (63) -( 66). This turns out to 
be the case. Although these new evolution equations 
can be derived from (59)-(61), we shall not write 
them here, as they are rather complicated and will 
not be needed. 

Of course, the new fields 0 a ' ffi~l>' (3, and Kabc satisfy 
certain constraint equations. These are obtained 
from the constraint equations (45),(47),(49),and (51) 
on our original fields: 

Oa Ob = 2(ha m - lJ a T}m) (h b
n - TlbT}n) 

X (ffi;"'n - t CR'h mn ) - 2ha b (0 m T) m) + 20a T} b' (67) 

(R'mm = 80 mT}m, (68) 

KlabcJ = 0, Kam m = 0, (70) 

Kamn 7I m 7l n =- ~oaf3, (71) 

a [a Kbc]d = 2h d [a KbC]m T) m + 1J[a K bcJd ' (72) 

It is natural to ask at this point whether or not it is 
possible to eliminate some or all of (67)-(72). Speci
fically, can the general solution of (67)-(72) be ex
pressed in terms of some collection of essentially 
arbitrary fields? It turns out that such potentials do 
indeed exist. Their introduction enormously sim
plifies all our equations. 

We begin with the "geometrical" fields Oa and CR~b' 
Set 

Then, by contracting (67) with TJ b, we have 

Via substituting (74) into (67) and using (68), 

(R~b = to(a Ob)rt + t7l(a 0b)a 

+ lla(hab - 7I a TJb) + (ta 2 a + 6a) 

x (21J a 71 b - h ab ) + 2TJ (a(R~), 

(73) 

(74) 

(75) 

where CR~ = (ham - TJaTJ m) TJnCR'mn. Substituting (75), 
Eq. (69) reduces to 

(76) 
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But (76) and the fact that ffi~ 1) m = 0 together imply 

(77) 

But Eq. (77) is the integrability condition for 
Ebcd 7) c ffi'dto be the 3 derivative of some direction
dependent scalar. [See (20).] Hence, 

(7S) 

for some a( 1) (unique up to a constant). Thus, the 
most general solution Oa,<R~b of Eqs.(67)-(69) can 
be expressed, via (74), (75), and (78), in terms of a 
direction -dependent scalar a and a second direction
dependent scalar a determined only up to a constant. 

A similar, but slightly more complicated, reduction is 
possible for K abc ' From (70) to (71), 

Kabc = t1)c1)[a 3bJtl + ~hC[b 3 aJ tl + ~1)cD Eabd7)d 

- ~D 1)[a Eb]cd 1)d + 21)[a EbJm E m
cn 1/n, (79) 

where Ea b satisfies 

Eab=E(ab)' Emm=o, 1)mEam =O, (SO) 

and where D = 1)aEabcKbcd7)d. By substituting ('79) 
into (72) and using (SO), 

Set 
a2y + 2y = tD. 

(Sl) 

(S2) 

There always exists 24 a solution y(7) of (82), with y 
determined by (82) uniquely up to the addition of a 
term linear in 1). Now consider the combination 
E~b ==Eab +20(a 0 b)Y+ 21)(a Ob)y-a 2 y(hab 
- 1)a 1)b)' Then E~b is symmetrIc and trace-free,and 
has vanishing contractions with 1). Furthermore, 
(81) and (82) imply omE~m = O. But these conditions 
imply E~b == 0. 25 Hence, 

Eab = -2a(aab) y - 21) (aab)y + a
2

Y(hab - 7)a7)b)' 

(S3) 

[Note that the addition to y of a term linear in 7) does 
not affect the right side of (S3).] Thus, the most gen
eral solution {3,Kabc of (71)-(73) can be expressed, 
via (79), (S2), and (83),in terms of the direction
dependent scalars {3 and y, with y determined only 
up to addition of a term linear in 1). 

The four direction -dependent tensors 0a' ffi~b ,(3, and 
Kabc,subject to (67)-(72),have now been reduced to 
four direction -dependent scalars a, (3, y, and O. 

Finally, we obtain the evolution equations. By apply
ing a dot to each of a,(3,y,and 0 and using (59)-(61), 
we obtain 

a=cp(3, 

(3 == am[qJ0ma) + 3cpa, 

i == cp 6, 

6 = am [qJ am y] + 3cp". 

(84) 

(S5) 

(86) 

(87) 

It is remarkable that the relatively complicated evo
lution and constraint equations of Sec. 3 should now 
become so simple. This feature presumably reflects 
the fact that, asymptotically, Einstein's equation re-

J. Math. Phys., Vol. 13, No.7, July 1972 

duces to the equation for a pure spin-2 field. Note 
that the addition of a linear term to y on the right in 
(87) affects the evolution of {) by a constant term, and, 
conversely, the addition of a constant term to 0 on the 
right in (S6) affects the evolution of y by a linear 
term. 

To summarize, that part of the asymptotic gravita
tional field which is insensitive to generalized trans
lations is described by four direction -dependent 
scalars a, (1, y, and 0, where the addition of a constant 
term to {) or a linear term to y has no physical signi
ficance. These four scalars are acted upon by the 
Lorentz group via (S4)- (87). Thus, we have a (infinite
dimensional) representation of the Lorentz group. 

5. SPATIAL INFINITY 

In the treatment of asymptotic structure at null infi
nity,4 one introduces a three-dimensional surface 9 
conSisting of all points "at null infinity." The advan
tage of introducing such a surface is that, since asymp
totic behavior is reformulated in terms of local 
behavior on 9, one can bring to bear the techniques of 
differential geometry on asymptotic problems. In 
this section, we shall obtain a similar surface in the 
spatial case. 

We return for a moment to the flat case of Sec. 2. The 
asymptotic electromagnetic field is defined in terms 
of a spacelike three -dimensional plane S in Minkowski 
space. Since the asymptotic field is invariant under 
translations in Minkowski space, i.e., since it remains 
unchanged if S is replaced by any parallel plane, we 
can regard the asymptotic field as associated with an 
entire family of parallel planes. Let p denote a family 
of spacelike 3-planes in Minkowski space consisting 
of all planes parallel to a given plane. Let S denote 
the collection of all such families p of parallel 
planes. This S represents the set of points "at spatial 
infinity" for Minkowski space. Clearly, there is a 
natural,one-to-one correspondence between the col
lection S of families of parallel planes and the col
lection of all unit, future-directed, timelike vectors 
at a point 0 of Minkowski space. Thus, S has the 
structure of a three-dimensional manifold. 

How does one interpret a vector in the manifold S? 
Let p be the element of S consisting of all planes 
par aIlel to some plane S. A vector in S at p defines 
a nearby family p' of parallel planes, and so can be 
represented by an infiniteSimal boost. But, as we saw 
in Sec. 2, the infinitesimal boosts relative to S, the 
constant vector fields in 5, and the vectors S a at the 
point A associated with S-three three-dimensional 
vector spaces--are all naturally isomorphic. Thus, 
vectors in the manifold S at the point p are in one-
to -one correspondence with vectors at the point A 
defined by S. A similar correspondence therefore 
exists for tensors of arbitrary rank. In particular, 
the metric hab at A defines a positive-definite metric 
tensor field on S. As one might expect, S has constant 
negative curvature with this metric. (Theunit,future
directed timelike vectors at a point 0 of Minkowski 
space describe a hyperboloid.) 

We next express the asymptotic fields Ea and Ba in 
terms of S. For a fixed plane S, E a (11) and Ba(1) are 
functions from unit vectors (1) at A to vectors at A. 

Thus, in terms of S, Ea and Ba are to be regarded as 
mappings,for each point p of S,from unit vectors at 
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p to vectors at p. In other words, Ea and Ba are 
practically vector fields on S, except that the value 
of Ea and Ba depends not only on the choice of a point 
p of S, but also on the choice of a unit vector in S at 
that point. 26 

The asymptotic symmetry group at spatial infinity in 
Minkowski space is just the group of isometries on 
S, i.e., the Lorentz group.27 Specifically, the action of 
the Lorentz group on S is as follows. A Lorentz 
transformation on Minkowski space takes a family p 
of parallel planes in Minkowski space to another 
family p'. That is to say, a Lorentz transformation 
takes each point of S to some other point of S. 

The presence of curvature requires minor modi
fications in the situation above. Instead of spacelike 
3-planes in Minkowski space, one considers space
like 3-surfaces in the space-time which are asymp
totically flat (as initial-data sets). Let p denote a 
family of such surfaces, where any two surfaces in p 
differ by a generalized translation, and where any 
surface which can be obtained by a generalized trans
lation from a surface in p is also in p. Denote by S 
the collection of all such families, so S is a three
dimensional manifold. Let the surface S in the space
time define the point p of S. Then a vector sa at the 
point A associated with S defines a nearby surface 
(up to generalized translations), and so defines a 
nearby point of S. That is, vectors in S at the point p 
are again in one-to-one correspondence with vectors 
at the point A. So, S inherits a metric field from hab 
at A. As in the flat case, S has constant negative 
curvature, so the asymptotic symmetry group is again 
the (Lorentz) group of isometries on S. Finally, the 
asymptotic gravitational field-i.e., the quantities a,{3, 
y, and o,-represent real-valued functions on the col
lection of all unit vectors at points of S. 

Suppose one is given an asymptotically flat initial
data set. The discussion above suggests that, to obtain 
S,one must solve (32) and (33) to obtain a four-dimen
sional space-time, determine the collection of all 
asymptotically flat 3-surfaces in this space-time, and 
group these surfaces into families consisting of sur
faces which differ only by a generalized translation. 
In practice, however, this procedure can be avoided 
entirely. Choose a 3 -manifold S, topologically R 3, 

with a positive-definite metric, such that S is com
plete and has constant negative curvature. Choose 
any point p of S and any linear, metric-preserving 
mapping between vectors in S at p and vectors at A. 
(Since S is homogeneous and isotropiC it makes no 
difference which point p or which mapping is chosen.) 
The £1', (3, y, and 0 associated with our original initial
data set thus become functions on unit vectors in S at 
p. A direction -dependent scalar qJ(TJ) at A, subject to 
(53), defines a vector sa at A, and hence a vector in S 
at p. The evolution equations (84)-(87) can now be in
terpreted as giving the derivatives in S of (l', J3, y, and 
o. EvidentlY,we may iterate 28 (84)-(87) to define a, 
{3, y ,and 0 over all of S. In this way, we obtain the 
manifold S, its metric, and the four functions a, (3, y, 
and 0 on unit vectors in this manifold-all directly 
from a single asymptotically flat initial-data set. It 
is unnecessary to solve Einstein's equation. The 
reason for this possibility, of course, is that the 
asymptotic behavior at one time determines the be
havior for all times. 

We regard the three-dimensional manifold S in the 
spatial case as analogous to the three -dimenSional 
manifold [] in the null case. There is, however;one 
significant difference: whereas [] is attached to the 
four -dimensional space -time as a boundary surface, 
S is not. Thus,for example, it is meaningful to ask for 
the endpoint on [] of a curve in the space-time M, or 
for the limit on [] of a tensor field on M. Such ques
tions cannot be formulated directly for S. 

We conclude this section with a brief discussion of 
conserved quantities. Suppose we take the average, 
over the 2 -sphere of the TJ, of any expreSSion obtained 
from a,{3,y,and o,e.g., 

(88) 

Equation (88) associates a tensor at A with any asymp
totically flat initial-data set. Furthermore, the quan
tity Tab is,in a sense,conserved,for it is certainly 
invariant under (generalized) translations. Of course, 
there exist a large number of quantities such as (88), 
few of which will be interesting physically. 

In special relativity, a conserved quantity is normally 
a constant tensor field on Minkowski space. For 
example, the energy momentum of a closed system is 
a constant vector field. The Poincare group, acting 
on Minkowski space, takes constant tensor fields to 
constant tensor fields;but,of course,the translations 
do not change such tensor fields. Hence, it is the 
quotient group, the Lorentz group, which acts effec
tively on constant tensor fields. In short, conserved 
quantities in special relativity form finite-dimen
sional representations of the Lorentz group. 

We consider again an average such as (88). Using 
(84) -( 87), we have 

Tab = SCTabc ' 

where 

Tabe = AvlTJc(o(a{3)ob)Y + {3h e(a Ob:iY 

(89) 

-(31Jc1J(aob)Y (90) 

+ 1Jc(o(a o) ob)a + Ohc(aob)a-O Tic Ti(aob)a]. 

Similarly, T abc = S d T abed' where T abed is still an
other average involving a,{3,y,and o. By continuing 
in this way, one obtains an infinite sequence of ten
sors at A, with the evolution of each tensor in the 
sequence expressed in terms of the next. That is to 
say, beginning with a single average such as (88), one 
obtains in general an infinite-dimensional represen
tation of the Lorentz group. 

These remarks motivate the following definition: By 
a conseyued quanlily we shall understand a finite 
collection of tensors at A, each obtained by taking an 
average of an expreSSion involving a, {3, y, and 0, 
such that the evolution (under qJ) of each tensor in 
this collection can be expressed in terms of the 
values of the tensors in the collection and the vector 
sa where qJ is defined. 

We give one example of a conserved quantity. Set 

M = -- t Ava, Pa = -tAv({3Tla). (91) 

Then,from (84)-(87),we have 

M = sa Pa , Pa = MSa (92) 
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Physically, the conserved quantity (M, Pa ) is the 
energy-momentum of the gravitating system (sources 
plus gravitational field). This quantity was dis
covered originally by Arnowitt, Deser, and Misner. 5 

The "rest mass" of the system is the single con
served quantity M2 - pa Pa' One can think of (M ,~) 
as a "free 4-vector." Then M can be interpreted as 
the "component of this 4-vector perpendicular to the 
initial surface S used in (91)," and Pa as the compo
nent parallel to S. 

While it is not difficult to justify the physical inter
pretation of (M, Pa ), there are a number of other con
served quantities at spatial infinity in general rela
tivity whose interpretations are more obscure. These 
quantities will be discussed in detail in a subsequent 
paper. 

6. SUMMARY AND CONCLUSION 

Suppose one wishes to introduce quantities in general 
relativity which describe the structure of a gravitat
ing system as a whole. In flat space, such quantities 
are associated with the action of the Poincare group; 
but, unfortunately, this action is 10st29 in the presence 
of curvature. One is thus led to consider only metrics 
which approach a Minkowski metric at infinity, in 
order that the Poincare group, or at least some simi-
1ar group, will emerge asymptotically. Roughly speak
ing' the faster the space-time metric approaches a 
Minkowski metric, the closer the asymptotic sym
metry group will be to the Poincare group. On the 
other hand, the faster the metric approaches a Min
kowski metric, the less the information that will be 
available from the asymptotic behavior of the gravi
tational field. Thus, in order to obtain a useful asymp
totic description of gravitation, one must require that 
the metric become flat sufficiently slowly that useful 
information is not lost, but sufficiently quickly that the 
information which is available can be given a reason
able interpretation. The notion of asymptotic flatness 
represents a practical compromise between these two 
effects. 
In order to describe asymptotic behavior at spatial 
infinity, we introduce a three -dimensional spacelike 
surface S which carries initial data for the space
time. Using a conformal completion of S by a point A 
at infinity, one can describe asymptotic behavior of the 
initial data in terms of local behavior at A. The 
asymptotic gravitational field on S is completely 
characterized by four scalars a( 1]) , P (1]), y( 1]), and 
o( 1]), which depend on directions (1]) at A. The addi
tion of a constant to 0, or of a term linear in 1] to y, 
has no physical significance. 
The conditions for asymptotic flatness on initial data 
have the property that, if they are satisfied for one 
initial-data set S in space -time, then they are satisfied 
for all initial-data sets with appropriate asymptotic 
behavior relative to S. Furthermore, the structure at 
spatial infinity is deterministic: A knowledge of the 
asymptotic field at one instant of time (Le.,for one 
initial-data set) completely and uniquely determines 
the field at all times. One would therefore expect 
there to exist a set of equations which govern the evo
lution of the asymptotic field a,p,y,and o. These 
equations are (84)-(87). Since there is no preferred 
choice of an initial-data set in the general space
time, the evolution equations represent an integral 
part of the structure at spatial infinity. 
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Since the four scalars a, p, y, and 0 completely charac
terize the asymptotic gravitational field, and since 
these scalars need be determined only once (Le.,for 
a single asymptotically flat initial-data set in the space
time), the problem of analyzing spatial infinity re
duces to that of studying these scalars and their 
evolution equations (84)-(87). The original four
dimensional space-time, Einstein's equation, etc. 
play no further role. 

Thus, in the asymptotic limit, the rather complicated 
Einstein equation reduces to the simple Equations 
(84)-(87). 

APPENDIX A: THE INITIAL-VALUE EQUATIONS 

Let M be a four-dimensional manifold with a smooth 
metric gab of signature (-, +, +, +) which satisfies 
Einstein's equation: 

Rab - ~Rgab = Tab' (AI) 

In this appendix, we shall derive the well-known9 

equations for the initial-value formulation of (AI). 
The present derivation is, in my opinion, both con
ceptually and computationally Simpler than the stan
dard ones. 

Roughly speaking, one sets data for (AI) at some 
initial time. This data consists of a pair of tensor 
fields subject to certain constraint equations obtained 
from (AI). One then derives from (AI) the evolution 
equations, which give the change in the data from one 
instant of time to the next. 

Let I be a smooth scalar field on M whose gradient 
is everywhere timelike. Then the one-parameter 
family of surfaces S t' defined by t = const, are space
like and three-dimensional. These surfaces repre
sent the "times" in the paragraph above. Let ~a 
denote the unit normal to this family of surfaces, and 
let cp~a be the connecting vector field from each 
surface St to nearby surfaces. (Le.,cp = [-(V'al) 
(V'a t)]- 1/2, ~a = CPV'a t.) 

We 'wish to discuss differential geometry within the 
surfaces St. It is convenient to proceed in such a way 
that all tensors and tensor operations on the St 
involve , formally ,tensors and operations in M. (For 
analogous procedures in somewhat different cases, 
see Ref. 30.)A tensor field Ta"'c b ••. d on M will be 
said to be on the S t if 

~a T a'''cb''. d = 0, ... , ~c T a,,,cb ... d = 0, (A2) 

~b Ta",cb"'d = 0, ... , ~d T a",cb ... d = 0. 

In particular, 

(A3) 

is a tensor field on the St. Note that this ha b is 
positive -definite (for vectors on the S t) , that the 
indices of a tensor on the S t can be raised or lowered 
with either the four-dimensional metric gab or the 
metric hab with the same result, and that hab is a 
projection: hant h/" = hab' Note also that any tensor 
field on M , by projecting parallel and perpendicular 
to ~a can be expressed completely in terms of ten
sors on the St. If T a· . ·c b .•. d is any tensor field on the 
S t> then so is 

De Ta,,,cb ••• d = h~ham" 'h b
ll h/" 'hi"ilrTn"""P"'q' 

(A4) 
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The derivative operator D a' defined by (A4) , satisfies 
the usual rules (Liebnitz rule, absence of torsion, 
commutes with contraction). Furthermore, the de
rivative of the metric is zero: 

(A5) 

Hence,Da is the covariant derivative for tensors on 
the St. 

We define the exLrinsic curvaLure of our family of 
surfaces by 

pa b = va ~b + cp-l ~a Vb cp + cp-l ~a ~b (~mV m cp). (A6) 

Via the identity V [a ~ b] = - cp-1 ~ [a V b] cp (which follows 
from the fact that cp-1 ~ b is a gradient), we see that 
pa b is a symmetric tensor field on the St. 

The positive-definite metric hub and the symmetric 
pub constitute the initial data for Einstein's equation 
(AI). 

The first constraint equation is obtained by taking the 
divergence of (pab - phab ), where P = Pm m: 

Db(pab - phab ) = hamhbnVb(Pmn - ph mn ). (A7) 

By substituting (A6) into the right side of (A7) and 
using (AI), 

(AB) 

The second constraint equation relates the curvature 
of the St to the extrinsic curvature. To evaluate the 
Riemann tensor ffi abc d of the S t' we commute D deri
vatives. Let kc be an arbitrary vector field on the 
St' Then 

iffi"bedkd =D[aDbj kc =h[amhbjnhcPVm 

x [hnYhpqVykq] 

= iham hbnhCPRmnpqkq 

+ h[a m hbt hc P (Vy kq) 

x [hpqVm hn
Y +hnYVmhpq] 

= 1ha m hb n hcPh d
q Rmnpqkd 

- Pc [a P b J d k d 
, 

(A9) 

where we have used ~m k m = a. Since kc is arbitrary, 
we have, substituting (A6), 

(AlO) 

By contracting (Ala) twice and using (AI),we obtain 
the second constraint equation 16: 

(All) 

Finally, we obtain the evolution equations. A dot, 
affixed to a tensor field on the S t' will denote the Lie 
derivative of that field by cp ~a. Thus, the dot denotes 
the rate of change from each surface S t to the next. 
We have 

hub == £'f~hao = cp~m \I m (h ab ) + ham Vb (cp~m) 
+ hbmVa (cp~m). (A12) 

By substituting (A3) and using (A6), 

iZab = 2CPPub' 

Similarly, 

(AI3) 

pab == cp~m \I m pab - p amv m (cp~b) - pbm V m (cp~a). 
(A14) 

By substituting (A6) and using (All) and (AI), 

P ab ==DaD bcp - 2cppa mpbm - cpppab - cpffiab • (AI5) 

The initial data ha band p a b, subject to the constraint 
equations (A7) and (All), evolve according to (AI3) 
and (AI5). 

APPENDIX B: A COMPUTATIONAL TECHNIQUE 

The situation arises occasionally in general relati
vity that one wishes to determine the change in some 
quantity, defined originally in terms of the metric and 
perhaps other fields on a manifold, under a certain 
specified change in the metric. There is a simple, 
coordinate-independent method for calculating such 
effects. In this appendix, we illustrate this technique 
with two examples. The results are required at a 
number of pOints in Secs. 2 and 3. 

Suppose we perform a conformal transformation 

(Bl) 

where Q is a positive scalar field on the n-dimen
sional manifold M. We ask for the effect of (BI) on, 
say, the Riemann tensor. Let Va be the derivative 
operator with respect to ga b and Va with respect to 
fj a b' Then, since both derivative operators are 
torsion-free and satisfy the Liebnitz rule, there 
exists a tensor field C m a b = C m (a b) on M such that 

V m Ta···c b ... d = V m Ta···c b ... d + C':nn Tn ... c b ... d 

+ .. , + C'J"n Ta. ··n b ... d - C~, b Ta"'c n ... d - • " 

-C:;'dTa",cb ... n' (B2) 

for any tensor field T a···c b •.. d on M. By substituting 
(BI) and (B2) into rJafjbc == a,we obtain 

C a"b == + Q-l (0:' Vb Q + 0 ~' Va Q - g m n gab V n Q). 

(B3) 

The equation relating the Riemann tensors Ra be d and 
Ra b c d of ga b and gil b' respectively, is obtained as 
follows. Fix a vector field kc on M. Then 

By substituting (B2), 

~Rabcm k m = V[a(V b] kc -Cgjc k m ) 

-C['ab}(Vn kc -C::'c k m) 

- C~ [a (\I b) kn - C~]n k m ) 

(B4) 

== ~RabCm k m -kmV[aCl,Je + kmC~aCl,Jn' 
(B5) 

But kc is arbitrary, and so 

Rabc d =Rabc d -2V[a C b']c +2C~[aCl,Jn 

==Rabc d + 2n-1g c[b\la]v d n 
- 2Q- 1 od[b V a)Vc n 
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+ 4Q-2 (V'c Q) od[l,V'a]Q -4Q-2 

X (VdQ)gc[oV'al Q - 2Q-2gc[aob]d 

x (vmQ)(VmQ) (B6) 

where, in the second step, we have used (B3). Simi
larly, if is a scalar field on M of dimensions 12 sec, 
so ip = Qcp, then 

Dip =gabVaVb(Qcp) == Q-2 g abVaV'b(QCP) 

== Q-2 g ab [va Vb (Qcp) - C::'b Vm (Qcp)] 

== Q-10cp + Q-2cpOQ + nQ-2(vm Q)(Vmcp) 

+ (n - 2) Q-3 cp (V'm Q) (VmQ). (B7) 

As a second example of essentially the same tech
nique, we derive a perturbation equation. Let gab(t) 
be a one-parameter family of non singular metrics 
on the n-dimensional manifold M. Then, for each t, 
we may compute the Riemann tensor Rabcit). V(e 
wish to evaluate,for example,(d/dt}Rabcd(t} ==Rabcd ' 
Since the derivative operator Va(t) is torsion-free and 
satisfies the Liebnitz rule for each t, there is a ten
sor field cm a bet) = cm{a b)(t) on M, such that 

1 H.Bondi,M.G.J. Van Der Berg,and A. W.K. Metzner,Proc. Roy. 
Soc. (London) A269, 21 (1962). 

2 R. Sachs, Proc. Roy. Soc. (London) A270, 193 (1962). 
3 See,for example,F.A.E.Pirani,article in Gravitation, edited by 

L. Witten (WileY,New York, 1962),p. 199. 
4 R. Penrose,Proc. Roy. Soc. (London) A2B4, 159 (1965). 
5 R.Arnowitt,S.Deser,and C. W.Misner,Phys. Rev. lIB, 1100 

(l960); 121, 1556 (1961); 122,997 (1961). 
6 No relation is known relating the energy-momentum as deter

mined at null infinity to that at spatial infinity. The most promis
ing conjecture is that the energy-momentum at future null in
finity, in the limit to the past, is equal, in some sense, to the 
(conserved) energy-momentum at spatial infinity. 

7 R.Geroch,J.Math.Phys.1l,2580 (1970). 
8 It is,of course,permissible to have sources everywhere,pro

vided that the stress-energy goes to zero asymptotically at an 
appropriate rate. 

9 A. Lichnerowicz, Theories Relativisles de la Gravitation et de 
L 'eleclromagnetisrne (Masson, Paris, 1955). 

10 See,for example, R. Geroch, J. Math. Phys.ll, 437 (1970). 
11 Of course, all quantities at spatial infinity are invariant under 

translations. The conserved quantities will be defined in terms 
of their behavior under the Lorentz group. 

12 By the dimension of a tensor field, we mean sec·, where n is the 
following number: [power of n by which that tensor is to be 
multiplied under (10) I - (number of covariant indices) + (number 
of contravariant indices). Thus, the metric itself is dimension
less, and the dimension is unchanged by the raising and lowering 
of indices and by contraction. This formula gives correctly the 
usual,physical dimensions of quantities in general relativity. 

13 By contracting (25),we have a2cp + 2cp = O. More generally,if f 
is of the form f = QQ ,_ .. Q n 7/",_ .. Tl an , where QQ, ... a

n 
is trace free, 

then a2 f + n{n + 1)f = O. Of course, this formula is well known 
in the study of spherical harmonics. 

14 Since a system can have no net magnetic charge,why do we not 
require in addition that B a 7/ a = O? Because this condition is not 
preserved by (26). 

15 A simple geometrical interpretation of the extrinsic curvature is 
as follows. Let l' be a geodesic within the surface S, and let J.I." 
be the unit tangent vector to this curve. Then y,considered as a 
curve in the space-time M, will not be a geodesic. In fact, we 
have J.l.mVmJ.l.Q == ~"(J.l.mJ.l.nPmn),where ~a is the unit normal toS. 
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+'" + C;'n Ta ... nb ... d - C::' b Ta •.. cn ... d - ••• 
- cn Ta ... e 

m d b"'n (B8) 

for any tensor field Ta ... c b ... d(t) on M. Taking d/dt 
of the equation V'a(t)gbc(t) == O,we have,using (B8), 

C::'b = _!gmn (vagbn + V'bgan - V'ngab)' (B9) 

Thus, for an arbitrary, t -independent vector field k 
we have C' 

1 • • 

ZRabcmkm ==(V'[aVbjkc) 

== V'[a(Cb')e k m} + Cf,ibjV'm kc + Ci![aVb]ke 

= kmV[aCbic' (BlO) 

By substituting (B9) and using the fact that kc is arbi
trary, we obtain 

cRabe d =! gdm [-2V'[a V/)Jgem - Va V'egbm + V'b V'ega,,, 

+ V'a Vm gbe - Vb V'm gae]' (Bll) 

Thus,for example, 

tb '<'7m'<'7' ~ '<'7 .., ( mn' ) 1 nm.., . 
Vla/)=V V(agb)m-ZVaVb g gmn -'zv ymgab' 

(B12) 

16 Our conventions are as follows: V[a Vbl kc == f,Rao/kd,Rab == 
Ramb

m
. 

17 Note that limits of tensor fields at the point A are well defined in 
this case because the manifold S has a C 1 differentiable struc
ture. 

18 Since fi. b is continuous at A, hab is independent of 1). 

19 Equation (52) is the usual relationship between the Ricci and Rie
mann tensors in three dimensions. 

20 That this difficulty is actually caused by the presence of curva
ture can be seen from the right side of (55). 

21 More precisely, this expression is to represent the conformal 
factor to first order in displacements from A. 

22 Why not merely demand that <AI be linear in TJ? In order to obtain 
a conformal completion of S, it was necessary to make a choice 
of a conformal factor n. The freedom in <AI must reflect the free
dom originally available in n. 

23 In fact, the two groups are isomorphic. However, since the groups 
operate in different asymptotic limits, this fact does not appear to 
be very Significant. 

24 This assertion is easy to prove. If ~D = Q + Qab 7/. TJb 
+Q"b 7/aTJb7/c+· .. ,theny=~Q ~Qab7/a1)b+ ... 
+ (-n~ - n + 2)-lQ 7/", __ ,1)". + .•.. See Footnote 13. 

a 1_. ,an 

25 The direct proof of this statement is rather inelegant. Expand 
E~ b as in footnote 24. . 

26 The quantities E. and B. can be interpreted,more abstractly,as 
vector fields on the tangent bundle of S. 

27 That is to say, the group of isometries on a complete, simply
connected, three-dimensional manifold with a pOSitive-definite 
metriC of constant curvature is the Lorentz group (plus a re
flection). 

28 One must verify that this procedure is conSistent, i.e., that, if one 
transports a,/3,y,and I) around a closed curve, via {B4)-(87),then 
these quantities return to the starting point with their original 
values. This verification is not difficult. 

29 The Poincare group either reduces to the group with only an 
identity element, or else becomes infinite-dimensional, depending 
on one's approach. If one asks for isometries in curved space, 
then, in general, there is only one: the identity. If one asks for an 
"invariance group," he may obtain the group of all diffeomor
phisms on the manifold. 

30 R. Geroch,J. Math. Phys. 12,918 (1971); 13,394 (1972). 
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It is shown that the wave operators which can be introduced in quantum field theories with cutoff interactions 
can be represented by wave transformers acting on states represented by statistical operators. Integral re
presentations can be found for these wave transformers, which then form the basis of a time-independent scat
tering theory for such quantum field theories. It is pOinted out that this leads to a time-independent perturba
tion theory in Fock space. 

1. INTRODUCTION 

The time-dependent scattering theory for the nonrela
tivistic two- body problem in Hilbert space :Ie is based 
on the concept of "strong" wave operators Q± asso
ciated with the pair H 0 and H of self-adjoint opera
tors in :Ie, representing the free and interacting 
Hamiltonians, respectively. In the most common 
case of potential scattering H 0 has only an absolutely 
continuous spectrum for large classes of potentials. 
Then one defines 

Q± = s-lim W(t), 
where t-'J>TOO 

(1.1) 

W(t) = V* (t)U(t), (1. 2) 
U(t) = exp(- iHot), V(t) = exp(- iHt), 

and one can prove existence of the above strong 
limit for many1 short-range potentials. A time-inde
pendent approach can be based on integral represen
tations1 

J+OO 'f iE 
~E = -00 H A . dE A , - 'f lE 

E > 0, (1. 3) 

where EA is the spectral function of Ho. These inte
grals involve a concept of Riemann-Stieltjes integra
tion of operator-valued functions with respect to 
spectral measures, which has been developed in 
several different contexts, 2- 6 and which is quite 
natural and elementary in its most basic form.1 It 
can be shown6 that integrals of the type occuring in 
(1. 3) exist under very general circumstances, 
irrespective of any possible time-dependent defini
tion6- 8 of such integrals. However, if (1.1) holds 
then it has been derived independently by several 
authors7- 9 that 

(1. 4) 

and that most of the usual formulas for the S matrix, 
T matrix, and wave operators encountered in physi
cal literature on time-independent two- body scatter
ing theory can be provided with counterparts in Hil
bert space, which are derivable from (1.4).1,9-11 

General approaches to time-dependent scattering 
theory which would be applicable also to long range 
potentials have been recently proposed by several 
authors. 12- 16 They disagree in their basic physical 
assumptions, but in case of potential scattering for 
long- range forces they all lead to a modification of 
the definition (1. 1) of Q± which consists in replaCing 
U(t) in (1. 2) by 

(1. 5) 

where Gt(Ho} is a suitably chosen function of Ho and 
t ,12,16 A corresponding modification of the relation 
(1. 3) for Iv.. can be then derived for this more gene
ral case,17 

969 

It has been recently observed that a method first 
applied18 when defining asymptotic creation and anni
hilation operators for quantum field theories with 
interactions which are regular perturbations of the 
free Hamiltonian, can be also applied to many interac
tions which are integrals with space cutoff of Wick 
ordered polynomials in the fields 19- 21 with momen
tum cutoffs (except in the: qA:2 case, when the ultra
violet cutoff is not needed). This leads to natural 
time-dependent definitions (cf. Sec. 2) of wave opera
tors u: for such models. Furthermore, it can be 
shown22 that such wave operators have the expected 
physical behaviour in relation to spin and momentum 
measurements with which scattering experiments are 
usually concerned. 

In Sec. 2 of this paper we formulate two essential 
features of these scattering theories in Fock space 
in the form of two simple postulates. Then we show 
that other relevant features of such theories (such 
as intertwining relations, spectrum of H, etc.) can be 
derived exclusively from these two postulates. 

In Sec. 3 we develop the time-independent counter
part of this scattering theory by introducing the con
cept of wave transformers W± on the Hilbert-Schmidt 
class (\)2(5') in the C*-algebra of bounded operators 
on Fock space fr". We derive for W. relations analo
gous to (1. 3) and (1. 4). The general theorems on 
Abelian additive one-parameter group of unitary 
operators in (\)2(fr") required in these derivations are 
stated and proven in the Appendix. 

In Sec. 4 we indicate what is the significance of the 
derived results for perturbation theory. 

2. GENERAL FEATURES OF TIME-DEPENDENT 
SCATTERING THEORY IN FOCK SPACE 

Let us denote by fr" the Fock space of a finite number 
of massive free relativistic or nonrelativistic fields 
described by the creation and annihilation sesquili
near forms a#(k, a, v); here the index v = 1, ... , Vo 
distinguishes between the different kinds of con
sidered particles and antiparticles (a total of Vo 
kinds), while k E R 3 and a E R 1 are the 3- momentum 
and spin variables, respectively; a# stands for a and 
a*. A very economical notation is obtained if we in
troduce the closed operators 

# J. # a (f) 2. u5 a (k, a, v)!(k, a, v)dllo, 

!Efr"(1)=L2(R5) (2.1) 
1'0 ' 

where 110 is an adequately chosen a-finite measure 
on the Borel sets of R5 (cf. Refs. 21, 22) the exact 
form of which is, however, inessential to our con
Siderations. It suffices to say that fr"(1) can be con
Sidered to be the direct sum of all "0 one-particle 
(antiparticle) Hilbert spaces. 

We shall denote by <Po' II <Poll 2 = (<Po 1 <Po> = 1, the Fock 
vacuum, where (. I· > is the inner produce in fr". We 
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take the free Hamiltonian Ho to be the usual genera
tor of time translations in Fock space, so that 
HoiPo = O. We do not have, however, to specify the 
full Hamiltonian H beyond requiring that it satisfy 
certain conditions, which we formulate below in the 
fo;rm of two postulates. It has to be pointed out that 
these postulates are satisfied by all the Hamiltonians 
with cutoff interactions considered thus far 19- 21 in 
the present time-dependent scattering theory frame
work for constructive quantum field theory. 

Pas tulate A: The Hamiltonian H is self-adjoint 
and has an eigenvector iP (with eigenvalue T) such 
that (iP 1 iPo> 7 O. 

Postulate B: There are closed operators a!(f) 
for eachf E 3'(1) == L~o([R5) such that for any vector 
\}I in the domain !DH of H 

a! (J) >It = s-lim W(t)a# (j) W* (t)\}I, 
t~TOO 

(2.2) 

where Wet) is defined in (1.2) in terms of Ho and H. 

As an immediate and straightforward consequence of 
(2. 2) and the fact that a# (f) are free fields, we ob
tain the following result (cL Refs. 18,21,24). 

Lemma 2.1: The asymptotic fields a!(f) satisfy 
the same canonical commutation and anticommutation 
relations as their free field counterparts a # (f) do, 
and a±(f)iP = 0 for allf E 3'(1). 

Let us denote by 3'+ and 3'_ the closed subspaces of 
3' which are spanned by all possible polynomials in 
a: and a~, respectively, applied to iP. Then in view 
of Lemma 2. 1 we can make the following statement 
(cf. Refs. 21, 24). 

Theorem 2. 1: There are partial isometries Hi 
with initial domain 3' and final domains 3'± such that 
Hi iPo = iP and 

W±a*(f1)'" a*(fn)iPO = at(fl)'" at(fn) iP (2.3) 

for any f1' ..• '/n E 5'(1) and n = 1,2, .... 

The statement that Hi are partial isometries, made 
in the above theorem, holds if iP is normalized in 5' 
and if we choose in 5'± the same inner product as in 
5'. However, we shall see later that 

where P± are the projectors onto 3'±, respectively, 
and A plays the role of a wave renormalization con
stant22 : 

(2.5) 

Hence, it turns out to be more convenient to introduce 
in 5'± a new inner product (cf. also Lemma 3.2) 

(2.6) 

and have iP E 5'± normalized with respect to this new 
inner product, thus retaining Hi as unitary opera
tors from 3' to 5'± : 

(2.7) 

Lemma 2.2: The wave operators W± intertwine 
a# (f) and af (f), Le., 
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for any \}I E Hi*!DH' as well as Ho and H-T), Le., 

exp[i(H - T)s]Hi = Hi exp(iHos) 

for all s E [R1. 

(2.8) 

(2.9) 

Proof: The relation (2.8) is obtained for creators 
a * (f) and for \}I = iPo as an immediate consequence of 
(2.3) and the fact that Hi*Hi = 1 since W± are partial 
isometries with initial domain 5'. The generalization 
to \}I = a*(f1)" .a*Un)iPO is then derived by induction 
in n based on the same method. By taking closures 
we e~end the result to all >It E ~*!DH and, since a(j) = 
[a* (f)]*, also to all annihilators a(f). 

Using Postulate B and the fact that 

(2. 10) 

where 
w(k, v) = [k2 + m~p/2 (2.11) 

and mu is the rest mass of particles of kind v, we can 
easily justify each step in the following calculation, 
in which \}I E!DH n 5'±: 

exp(iH s )a! (f) exp(- iH s) \}I 

= exp(iHs)Hi a# (f)Hi* exp(-iHs) IJ1 

= s-lim exp[iH(s + t)] exp(- iHot)a#(f) 
t-+'FOO 

X exp(iHot) exp[- iH(s + t)~ 

= s-lim exp(iHT) exp(- iHoT )a#( f) 
T-"''fOO 

X exp(± iws)f) exp(iHoT) exp(- iHT) \}I 

= a! (exp(± iws)f)\}I = Hia# (exp(± iws)f)Hi*\}I 

= Hi exp(iHos )a# (f) exp(- iHos) W± *\}I. 

From the above relation we easily derive by alge
braic manipulations the fact that 

[a#(f),Hi* exp(- iHs)Hi exp(iHos)]_\}II = 0 (2.12) 

for the dense set of vectors 1J11 from Hi*!Dw Since the 
family {a#} of all smeared creators and annihilators 
forms an irreducible set of operators (cL Ref. 23, 
Theorem 4- 5), (2.12) implies that 

Hi* exp(- iHs)Hi exp(iHos) = y(s)1, 

where yes) is a complex function with ly(s)1 == 1. By 
applying the above relation to iPo, we obtain I' (s) = 
exp(- iT)s), i.e., (2.9) holds. 

The importance of the proof of the above lemma to 
our later conSiderations lies in its having the feature 
of relying completely on Postulates A and B, rather 
than on the study18,21,24 of the behavior in t of the 
commutator 

[HI ,a*( exp(iwt)f)]_, HI = H - Ho, (2. 13) 

for which a detailed knowledge of the interaction 
energy denSity HI(x) in terms of the fields is neces
sary. Due to this fact we can immediately infer the 
following results without having to specify the field
theoretical structure of HI . 
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Theorem 2.2: The Hamiltonian H leaves fr"J- in
variant. Furthermore, H - 1] 1 has the same spectrum 
in fr"± 8 fr"±(0) as H 0 has in fr" 8 3' (0), and (2.4) holds. 

In the above theorem, TJ is the eigenvalue of H for the 
eigenvector <1>, while fr"± (0) and fr" (0) denote the one
dimensional spaces spanned by <I> and <1>0' respec
tively. 

The first part of Theorem 2.2 is a direct consequence 
of (2.9). Moreover, since ~ <1>0 = <1>, we get that~ 
maps fr" 8 fr"±(0) onto 3'± 8 fr"±(O). Since (H - TJ)<I> = ° and 
H is self-adjoint, H - 1] 1 leaves 3'± 8 fr"± (0) invariant, 
and by (2.9) it must have on fr"± 8 fr"±(0) the same spec
trum as Ho has on fr" 8 3' (0). The fact that this spec
trum is absolutely continuous can be then used to 
show that (2.4) holds. This can be done in the same 
manner as in Lemma 3.1 of Ref. 22. 

3. INTEGRAL REPRESENTATIONS FOR WAVE 
TRANSFORMERS 

It is well known 20,21 that if the interaction density 
HI(x) determining HI contains pure creation terms, 
then the strong limit (1. 1) does not exist despite the 
existence of the limit in (2.2). This is essentially 
due to the fact that in such cases the limits 

s-lim W(t)<I>o = s-lim exp(iHt)<I>o 
t~TOO t-"''fCO 

(3.1) 

do not exist since <1>0 has a nonzero component in the 
absolutely continuous subspace of H. It is then natu
ral to investigate the behavior of the operators ~E 
defined in (1. 3) (which, we recall, exist whenever H 
and Ho are self-adjoint) in the limit E -7 + 0, rather 
than the strong limit of W(t) for t -7 'f 00. Unfortun
ately, the limits of ~Ea#~: cannot be directly rela
ted to the limits in (2. 2) on account of the fact that 
the same value of t appears on both sides of a# in 
(2.2). However, this difficulty can be by-passed if we 
consider the expression W(t)a#W*(t) to be a transfor
mation of a# rather than just the multiplication of a# by 
W(t) and W*(t) from left and right, respectively. 

Let us denote by fr" ftz) the closed subspace of fr" which 
is spanned by all n-particle states, 

fr"(n) = [{a*(h1)·· .a*(hn)<I>o lh1, ••. ,hn E fr"(1)}], (3.2) 

for n = 1,2, .. '. We define in a similar manner 

We obviously have 
00 00 

fr" = EEl fr"(n), 3'± = EEl fr"±(n). (3.4) 
n~O n~O 

If p(n) and ~n) denote the projectors on 3'(n) and fr"±(n) 
respectively, note that a#(f)p(n) are bounded opera
tors for all n = 0,1,2, ... andf E fr"(l). 

Lemma 3.1: If A is an element of the class m2(fr") 
of all Hilbert-Schmidt operators in fr", so that 

00 

2:) IIp(n) A II ~ < 00, (3.5) 
n~O 

then a#(f)p(m)A and (Ap(m)a#(f»** also belong to 
~(fr") for any f E fr"(1). 

Proof: We can obviously write 
co co 

(3.6) 
n~O n~O 

From (3.6) and the fact that ~(fr") is a two-sided 
ideal in m( fr") (cf. Appendix) and that there is a con
stant C f for which 

Ila#(f)p(m) II ~ (m + 1)1I2Cf , (3.7) 

we easily infer the desired result. 

Lemma 3.2: !fA Em2(fr"), then 

wt-limP±W(t)P(mMP(n)W*(t)P± = ~p(m)AP(n)w±*, (3.8) 
~±oo 

for any m,n = 0,1,2"" . 

Proof: We shall prove (3.8) by induction in m 
and n. 

The case m = n = 0 has been already established, 
since (3.8) for m = n = 0 is equivalent to relation 
(2.4), which was proven in Theorem 2.2. 

Let us assume that (3.8) is true for some integers 
m and n. Then for any f E fr"<V we get 

w-lim~ W(t)a*(f)p(m) AP(n)W*(t)~ 
t-":f"oO 

= ~a*(f)p(m)Ap(n)~ (3.9) 

by using (3.8) and the relations (2.8), written in the 
form 

s-lim ~W(t)a#(h)W*(t)~>p = ~a#(h)W:±*>p, >p E:DH 
t-'f co , 

(3. 10) 
to establish (3.8) for matrix elements of the given 
expressions taken for vectors >PlI >P2 E :D H' and then 
extending to arbitrary >Pv >P2 E fr" by virtue of the 
fact that a*(f)p(m)AP(n) is bounded (cf. Lemma 3.1). 

Now, any >p(m+1) E fr"(m+1) can be approximated arbit
rarily well in norm by a finite linear combination of 
vectors of form a*(h)-lJ(m) with -lJ(m) E fr"(m). Hence 
1 <I>(m+ 1» (-lJ (n) 1 can be approximated arbitrarily well 
in operator norm by finite linear combinations of 
operators of the form 

(3. 11) 

Since Ilw(tlll = II~ II± = 1, we can use the aformentioned 
fact to extend (3.8) to operators p(m+l)AP(n) of form 
(3. 11). 

Any p(m+l)AP(n) E m2 (fr") has a canonical decomposi
tion25 

00 

p(m+1Mp(n) =2:) 1<1> (m+1»A ( -lJ(n)1 
k k k , 

k~ 1 
00 

2:) A~ < 00, 
k~1 

Ak ;:. 0, (3.12) 

in which { <l>fm + l)} and {-lJk(n)} are orthonormal bases 
in fr"(n+ 1) and fr"(n), respectively. Since the desired 
result (3.8) has been established for each term in 
the series and (see Appendix for notation) 

IIW(t) f; 1 <I> im+1) )A k (>p1n) I W*(t) II~ ~ f; A~, 
k~m k~1 

(3.13) 

we conclude that (3.8) holds for p(m+l)AP(n) in (3.12). 
Now, we have already mentioned that (3.8) holds for 
m = n = O. By taking adjoints in the above relations 
(3.9)-(3. 13) after interchanging the roles of q,(m) and 
>p(n), we can prove that if (3.8) holds for some integer 
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values of m and n, then it holds also for m and n + 1. 
Hence our induction proof is complete. 

Let us consider now the transformers (cf. Appendix) 

~(t)A = V(t)A v* (f), Q(t)A = U(t)A U*(t), (3. 14) 

on (B2. (5'). According to Theorem Al in the Appendix, 
{Vet)} and {U(t)} are additive one-parameter Abelian 
groups of umtary transformers in (£,2(5'), with respec
tive generators!!. and !!.o, which can be computed by 
means of (A18) from Hand H 0' respectively. Hence 

Y'(t)A:;; !::.-l(t)A = v*(t)A vet) (3. 15) 

is also unitary in (£,2(5'). 

Theorem 3.1: The transformers W(t), 

W(f) = ~*(tg!(t) (3. 16) 

are unitary in ffi2(5') for any t E R1. Furthermore, 

W,A = w-lim P± W(t)A 
- t->± 00 --

(3. 17) 

for all A E ffi2 (5'), where 

W±A = W,AW:, ~±A = P±AP±. (3. 18) 

Prnof: The unitarity of Wet) in ffi2(5') follows 
directly from the unitarity Of ~*(t) and Q(t). 

To prove (3. 17) note that 
00 

A = .L; p(m)AP(n), 
m,n=O 

where the above series converges to A in a strong 
sense as well as in the 11-112 norm. Write for any 'ltv 
'lt2 E 5' 

1('lt 11(W± -~± W(t))A'lt2 ) I 

N 
:s .L; I ('It} I(W± -~± W(t))p(m)AP(n)'lt2 ) I 

m+n =0 
00 

+ .L; I (p(m)W:'lt1 IAP(n)w:'lt2 ) [ 
m+n=N+1 

00 

+ .L; lip (m)W*(t)'lt1 IIP(m)AP(n)W*(t)'lt2 II. 
m +n =N+1 (3. 19) 

The third term in the right-hand side of the above 
inequality can be majorized uniformly in t by the 
following expression: 

C+~N+ 111 p(m)APn I1 2) 1/2 

X~+~N+111 pmW* (t)'lt1 11 2 1I P (n)W* (t)'lt2112) 1/2 

:s 11'lt111 II 'It 2 II (m+nE.,+11Ip(m)AP(n)II~)1I2. (3.20) 

Since the expression on the right-hand side of (3.20) 
can be made arbitrarily small by virtue of the fact 
that A E ffi 2 (5), Le., 

00 

.L; IIp(m)AP(n)II~ = IIAII~ < 00, 

m.n=O 
we easily infer from (3. 19) and (3.8) that 
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l~~'lt11 (~- ~± W(t))A'lt 2) = O. 

Thus (3. 17) is true and Theorem 3. 1 is established. 

Let .§..).. denote the spectral function of !!..o, for which 
an explicit formula relating it to E).. can be found in 
(A33). Since the generators!!. and !!.o of .I(t) and Q(t), 

respectively, are self-adjoint in ffi2(5'), the following 
objects, 

(3. 21) 

are well-defined transformers in ffi2(5') for any E > 0. 1 

Theorem 3.2: For any A E ffi2 (5') 

(3. 22) 

Proof: An alternative way of writing W±€ is the 
following (cf. Ref. 1, p. 436): -

w" = 'F EP± foo exp(± Ef)W(t)dt. 
- - 0 -

(3. 23) 

If we set A± = W±A, then by using (3.23) we get the 
following estimate for any 'It] E 5'i) 'lt2 E 5': 

I ('It! I (W±£A - Ai )'lt2) :S 'F EJO'FOO dt exp(± Et) I 

x ('It 1I'1tW(t),A - A± )'lt2)1. 

Then the rest of the proof is a variation on the proof 
of the analogous relation (1. 4) (cf. Ref. 1, p. 438). 

We have to point out that, in computing integral 
representations for transformers in ffi 2(5') [such as 
(3.21)1 by taking limits of Riemann-Stieltjes sums, 
these limits could be taken in the Hilbert-Schmidt 
norm 11.11 2, i.e., they could be h-limits. It is natural 
then to ask whether the weak limit in (3.22) could not 
be replaced by an h-limit. The following result shows 
that this cannot be the case when HI contains pure 
creation terms, so that (1.1) does not hold. 

Theorem 3.3: In any scattering theory in the 
Hilbert space X 

W±A = h-UmW(t)A = h-limW"A, A E ffi2 (X) (3.24) 
- t-fOCl - £--++0 -

if and only if ~ = ~± satisfy (1. 1). 

Proof: The first part of the relation (3.24) [which 
concerns the h-limit of wet)] follows immediately 
from Lemma 6.2 in Ref~, p. 334 and Lemma AI, 
since for A = I 'It) ('It I 

lim II W(t)A II ~ = lim II w(t)'lt114 = II 'It 114 
t-'=F 00 t ...... oo 

:::: II w,'It 114 = II!!:±A II~. (3.25) 

Lemma Al cannot be applied, however, to W± € since 
W± € does not have the form required by that lemma. 
On the other hand, a direct proof can be given by 
establishing first that 

~~W(A I Wi( B)2 = (A I W±Bh 

for arbitrary A, BE (\)2 (X). 

(3. 26) 

Let A be of trace class and have the canonical decom
pOSition (A4), so that 
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00 

L; An = IIAIII < 00. 
n=1 

Then we easily obtain the following estimate: 
00 

I(AI[~±€ - Ft]B)21 = I~ (>li~IA*[~±E- Ft]B>li;>I 
n=1 

N 00 

~ ~ IAn(>li~ I (Ft€ - .!:!i)B>li;> I + IIBI12 ~ An' 
n c 1 n = N+l 

(3.27) 

in which use has been made of the fact that 

(3. 28) 

This last inequality easily follows 1 from (3.23). 

From the estimate (3. 27) we infer that (3. 26) holds 
for A E ffi 1(JC). Since ffi 1 (30 is dense in ffi 2 (JC), we can 
immediately extend the validity of our conclusion to 
all A E ffi 2 (JC) by using (3. 28). Thus, we have estab
lished that WHB converges to W±B in the weak topo
logy of the Hilbert space ffi2 (JC)-:- Since 

Ilw±€BI12~ IIBI12 = lim II W(t)BI1 2 = Ilw±BI12' 
t-~oo 

(3. 29) 

we conclude 1 that this convergence is also in conver
gence in the 11'11 2 norm. 

The above theorem shows that we have a scattering 
theory for density operators P E O\(JC) C ffi2 (JC) 
based on (3. 21) (with P± = 1) and (3.24) at least in 
the nonrelativistic case when (1. 1) holds. In such a 
theory, instead of working in JC, one would work on 
the Schmidt class ffi2 (JC), which is itself a Hilbert 
space. Consequently, from the mathematical point of 
view such a scattering theory for density operators 
p in ffi2 (JC) has exactly the same general features as 
the original theory for state vectors in JC. However, 
this theory presents some obvious advantages from 
the quantum statistical mechanics point of view. 

It should be pointed out that in the general field
theoretical case, when H[ contains pure creation 
terms and (1. 1)- (1.4) do not hold, we still have a 
time-independent formula for the wave operators ""t: 

. 1+ 00 
'f if 

Ui = w-hm~ H ' .,.. dE,. 
€-++o - 00 - 1J - " .,. tf A 

(3.30) 

The above relation can easily derived from the fact 
(cf. Ref. 22, Lemma 3.1) that 

W '" '" 1· i(H-n>t -iHot ±"'o = '" = w- Ime e 
t-"'Too 

(3.31) 

(where the phase factor of iP is chosen that (iPl iPo> = 
1), which implies that 

(3.32) 

However, by comparison with (3.21)-(3.22) the 
relation (3.30) has the disadvantage of incorporating 
the cutoff dependent energy value n (which in realis
tic models should be the ground-state energy), and 
therefore it would be less suitable in a renormaliza
tion program concerned with the removal of the 
cutoffs. 

4. TIME-INDEPENDENT PERTURBATION THEORY 

One of the interesting features of Theorem 3. 2 and 
formula (3.21) is that it opens the possibility of a 

perturbation computation of the asymptotic states 
P± = W±P for any pure or mixed state represented by 
any trace-class 1, 2 5 statistical operator p. The for
mal expansion leading to a perturbation series can be 
obtained by applying the standard iterative procedure! 
to the second resolvent equation for Hand Ho to 
obtain - -

(fi - A 'f ift 1 =~O(A ± iE) 

x(! - n~l (_1)n+1[H[~0(A ± iEW), (4.1) 

where ~o(s) is the resolvent of Ho at ~ and fir = fi
Ho. By inserting this expression in (3.21) and noting 
lliat 

1+00 iE 
'f . dE, = I 

-00 !io - A 'f If _A , 

(4.2) 

we obtain a formal expansion of Wi< in a series: 

W±€ :::: ~±(! ± if n~l( _1)n+1 

x 1:00 ~O(A ± if)[:!!r!iO(X. ± iE)]nd~,} (4.3) 

Of course, the convergence of the above series as 
well as its behavior when E --7 + 0 can be investigated 
only when a more detailed knowledge of H r, and there
fore also of IiI> 

is available. In carrying out such an investigation it 
is important to realize that E A and Ro(A± if) are 
known objects, since the formulas (A33) and (A34) re
late them to the known quantities E A and Ro(A ± if), 
respectively. 

The transformers W± have intertwining properties 
which are analogous to those of Ui. In fact, from (2.9) 
we easily obtain 

W± U(s)AU*(s)W: = V(s)UiAW:V*(s) (4.5) 

for all A E ffi 2(5'), i.e., 

W±Q(s) :::: .!':(s)~. (4.6) 

If FA denotes the spectral function of H - 1)1 and FA 
the spectral function of H, then (4. 6) can bel recast 
in the form -

W±~A :::: f..A W±. 

The above relation implies 1 that 

~!!oA = :!! ~A 

for any A E 'J)1l • 
_0 

(4.7) 

(4.8) 

In case of groups like U(t) and Vet) the action of an 
infinitesimal transformer is related to that of cor
responding infinitesimal operators by means of com
mutators, i.e., by formulas like (A24). Consequently, 
there is some analogy between the perturbation ex
pansions suggested in (4.3) and the Friedrichs per
turbation theory, 2 6 which adopts r -operations involv
ing commutators as its starting point. In fact, Fried
richs approaches the problem of finding a pair of 
operators 1'. which are such that [cf. (2.9)] 
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(4.9) 

by setting (cf. Ref. 26, pp. 51-53) 

(4. 10) 

Here r can be viewed as a transformer in m(:J) which 
to given A E m(:J) assigns the solution r A of 

(4. 11) 

If we assume for the moment that A E m2 (:J), then 
(4. 11) becomes 

(4. 12) 

i.e., we have r = Hcl if H 0 has an inverse (which is 
actually not the case since, e.g., !ioA = 0 if A is a 
function of H 0)' 

By taking R+ = T+HI and R_ = HI T _, Friedrichs ar
rives (Ref. 26, p. 53) at an iterative procedure leading 
to the formal expansion 

This series can be compared with the formal expan
sion which is obtained if we take E = 0 in (4.1): 

J+OO 

W± = ~± (! ± -00 io(Ho - APQiI(!!.O - At1 
- [H (Ho - .\yl]2 ± ... }dE . _I _ _A 

In carrying out such a comparison it should be 
realized that according to (2.9) and (4.9), T _ plays 
the role of ~, so that we would expect that.!!': A == 
LAT:1. 
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APPENDIX 

Let X be a separable Hilbert space and m(X) the C*
algebra of all bounded operators in X. The two-sided 
ideal m2(X) of all Hilbert-Schmidt operators A E m(JC) 
becomes a Hilbert space25 if the inner product (·1')2 
in m2(X) is taken to be 

(A IB)2 = Tr(A*B). (AI) 

The two-sided ideal m1 (X) c m(X) of all trace class 
operators A is a dense submanifold of m2(X) in the 
norm 11'11 2 determined by this inner product. 

If Ho is any self-adjoint operator in X and 

U(t) = exp( - iHot), (A2) 

then the mapping 

A -7 Q(t)A = U(t)AU*(t) (A3) 

is a C* -automorphism of m(X). We shall refer to 
linear mappings of submanifolds of m(X) as trans
formers. Thus, U(t) is a norm-preserving transfor
mer on m(X). -
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Let us recall1,25 that every A E m2(X) has a canoni
cal decomposition 

00 

A=2:)I'II')A ('11"1 n n n' 
n=1 

(A4) 

where {'II~} and {'II~} are orthonormal bases in X and 

E A~ = Tr(A*A) < 00, An 2: O. (A5) 
n=l 

Furthermore, if A E ffi 1 (X), then 

If A 1> A 2 , • •• is any sequence in m2 (X), we shall 
write 

(A6) 

A = h-limAn (A7) 
n-OO 

if and only if A E ffi 2(X) and 

limllA -An112 = 0, (AS) 
n-OO 

where 
IIAI12 = (AI AW2. (A9) 

The following lemma relating h-limits to w-limits 
will prove extremely useful in deriving later results. 

Lemma AI: Suppose the bounded operators Xn 
and Yn , n = 1, 2, ..• , are sllch that there is a constant 
C for which IIX" II :s C and llYn II :s C for all n = 1,2, 

If for ZnA = XnAY:, A E ffi 2(X), there are X, 
Y E ffi(X) for which 

ZA = XAY* = w-limZ A _ _n (A10) 
n-oo 

holds for all A = I'll )( 'III, 'II EX, and, if for sllch A 

(All) 

then 
Z = h-limZ . 
- n--+oo-n 

(A12) 

Proof: Since any element in ffi 2 (A) is a linear 
combination of self-adjoint operators in ffi2 (A), it is 
sufficient to prove the lemma for A = A *. In that 
case, by the spectral theorem we have 

00 

A = 2:)1 <Pk ) Ak ( <Pk I, 
k=1 

00 

2:) A~ == Tr(A *A) < 00, 
k=l 

Ak== Ak, (A13) 

where {<Pk } is an orthonormal basis in X. By virtue 
of the fact that 

m 
A == h-limAm> 

m-OO 
Am == 6 I CPk > i\ k ( CPk I, 

k=l 
(A14) 

and of the following estimate 

we can reduce our problem even further, namely to 
establishing that (All) holds on the family of all one
dimensional projectors A == II)!) (I)! I , III)! II == 1. 

If {'IIj } is any orthonormal basis in X, then for the 
above A 
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00 

=.EIIIX'I1)(Y'I1I-IXnlJt)(Yn'l1I)'I1)IZ 
j~l 

= IlxlJt 11211 Y'I111 2 + llXn'l< 11 211Yn IJt liZ 

- 2Re{(Xn'l1IXIJt)<Y'I1IYn'l1)}· 

According to (Ala) we have 

~i:.~<XIJt 1XnlJt)(YnlJt I Y'I1) = IIX1Jt1l211Y1Jt112, 

while by (All) 

(A16) 

and consequently we get from (A16) that (All) is true. 

The following considerations represent a natural app
lication of the ideas on transformers on cross-nor
med spaces 3 - 5 to additive one-parameter groups of 
unitary transformers in <Bz(X). 

Lemma A2: For any self -adjoint operators H 1 
and H2 in X the transformers Q1(t1) and Q2(t2) 

Q1(t)A = U1(t)A, Q2(t)A = AU;(t), (A17) 

U/t) = exp( - iHjt), j = 1,2 (A18) 

are unitary operators on <Bz(X) which commute for 
all tv tz E JR.1 and which depend h-continuously (i.e., 
strongly continuously in the IH 2-norm) on the para
meters t1 and t 2• 

Proof: The commutativity is obvious: 

U1(t 1)UZ(tz)A = U1(t 1)[AU;(t2)] = U1(t 1)AU;(t2) 
- - -

= U2(t 2)[U1(t)A] = UZ(t2)U1(t1)A. 
- --

The unitarity property is equally easy to derive since 
evidently Q1 and Q2 map <B 2(X) onto itself and, e.g., 

(Q2(t)A IQz(t)B)2 = Tr[U2(t)A*BU;(t)] 

= Tr(A* B) = (A IB)2' 

Finally, the h-continuity follows by Lemma Al from 
the fact that IIQj(t)Allz = IIAllz for all t E Rl,and from 
the weak continuity in t of QP)A for any A = IIJt)( '111. 
This last property is easily derivable from the weak 
continuity of ~(t) since 

('I111~1(t)A'I12)=(1Jt1IU1(t)'I1) (1Jt1'l1 2), 

(1Jt 11 U z (t)A'I1z) = ('11 1 1 'I1)(Uz (t)1Jt1 \112) 

for any IJt l' IJt 2 E X. 

Lemma A3: The families {Q/tllt E R1},j = 1,2, of 
transformers defined in (A17) are adctltlve one-para
meter Abelian groups of unitary operators in <B2(X), 
whose infinitesimal generators !ij' 

!iJ.A = h-lim(i/t)[UJ.(t) - IJA, A E !DH , (A19) 
t~O - -1 

have the spectral functions 

where E-).W is the spectral function of H 1 and E"At.2) is 
the spectral function of Hz modified so as to be con
tinuous from the left. 

Proof: Since the derivation for j = 1 is analogous 
to that for j = 2, we shall consider explicitly only the 
second case, which is slightly more complicated. 

The fact that U z (t) is an Abelian additive group is 
quite obvious:-

Uz(s)Uz(t)A = A U;(t)U;(s) = AU;(s + t) = Uz(s + t)A. 
- - -
Since U2 (s) is h-continuous by Lemma A2, we con
clude by Stone's theorem that Qz(s) has a generator 
!iz which is a self-adjoint transformer in CB 2 (X). 

Let us show now that E f2) is a spectral function in 
<Bz (JC). Since -

~Y)(~f2)A) =A(I -ESr~2 =A(I -E~r» =~f2)A, 

(~PlAIB)2 = Tr[(1 -ESr»A*B] 

= Tr[A*B~ -E!r»] = (AI~f2)B)2' 

we conclude that EP) is a projector in CB 2(X). 
Furthermore, evldently ES,£) = a, E~2) = 1, and !i~2) ~ 
E (2) for A ~ jl since any A E <B2 (X) has a canonical 
_iJ ) decomposition (A4 and therefore 

oc 

~ 6 i\~ I ('11 ~ I (I - ESiJ2» '11 ~ > 12 
n ~ 1 

Finally, E f2) is continuous from the right, as can be 
seen if We use (A4) to derive that 

00 

11(~Z)-~p»AII~ = n~ A~II(ESr)-ES~»'I1~li2. 

(A21) 

In fact, in view of (A5) and of the continuity from the 
left of E P), we conclude that (A15) converges to zero 
when jl-7 A + a. Thus, E £2) satisfies all the condi
tions for a spectral function (cf. Ref. 1, p. 235). 

Now we easily compute that 

J+ oo
e- i "A tdE(2)A =AJ+OO e-i"Atd (I -E_(2» 

-00 _A -0() "A "A 

This implies that 

H(2) = [ooi\dE(r) (A23) 
- 00-

since (A22) indicates that!!... (2) and the self-adjoint 
operator determined by E f2) are both generators of 
Q2(t), and such generators are unique. 

Theorem AI: The family {U(t) I tEat} of transfor
mers (A3) corresponding to a given operator H 0 = H~ 
in X is an additive one-parameter h-continuous 
group in <B2(X). Its generator tio has domain 'j)H 0 

containing all A E <B2 (JC), which have a canonical de
composition (A4) with -P' , IJt " E !D1J and such that A = 

n n _0 n 

a, n > N(A), for some integer N(A). For any such A 
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(A24) 

Proof: The first statement of the theorem follows 
by Lemma A2 from the fact that 

(A25) 

and that Ul(t) and U2 (t) commute and are h-continu
ous. FurThermore~his also tells us that !io =!il + 
!i2' where!il and!i2 commute. Consequently 

~H :::J ~Il n ~H • 
_0 - _1 _2 

Moreover, by Lemma A3, ~H' contains any A with 
-J 

'Ii~, 'Ii ~ E ~ JI
o 

for n :s N(A), and in that case 

This is so by virtue of the fact that 
N(A) 

(A26) 

Ilt-l[Ql (t)A - A] II ~ = ~ A~ Ilt-l[U 1 (t)'Ii~ - 'Ii~Jil2, 
n:ol 
N(A) 

Ilt- l [Q2(t)A -A]II~ =~ A~llt-l[U;(t)'Ii~-'li~]112. 
n=l 

Thus, Theorem Al is proven. 

Theorem A2: Iff(A) is any bounded Borel 
measurable function on Rl, then 

for any A E CB 2 (X). 

Proof: Since the spectral functions ~p ) and !iP ) 
commute, there is a joint spectral measure ~(l.2)(6.) 
in R2 induced by E (1) x E (2). 1 In view of the fact 
that (A25) implies -

!io =!il + !i2' 

we can write 

(A28) 
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(A29) 

If we work in the spectral representation space 1 of 
the commuting transformers HI' H 2' then using 
Fubini's theorem applied to (Alf(!io)B)2 for arbitrary 
A, B E CB2(X), we can convert (A29) to either one of the 
following two relations: 

(A30) 

(A31) 

If we apply now the transformers on both sides of 
(A30) to any A E CB2 (X) and employ (A30), we obtain 
the following integrals with operator-valued 
integrands l .6 : 

1+00 j+oo 
f(!io)A = - -00 dAE;. -00 Af(A + !J.)d,uE_iJ 

(A32) 

The relation (A31) yields a similar result, thus estab
lishing also the second part of (A27). 

Two special cases of (A27) are of special interest. If 
f(lL) is the characteristic function of the interval 
( - 00, A], then we havef(!J. - H 0) = ~ - EiJ_;' and 

f(H 0 - !J.) = E;'-iJ' 

J
+OO +00 

~;.A = A - -00 (diJEiJ )AEiJ-;. = 100 E;'_iJAdiJEiJ' 

(A33) 

This provides a rigorous base for this same relation 
which has been conjectured in Ref. 27 formula (A25). 

For the resolvent!i.o (A ~ iE) of!io, we obtain 

J
+OO 

@o - A ± iEPA = -00 (Ho - IL + A ~ iEPAdiJEiJ 

if E> 0 and A E CB 2 (X). 
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The equivalence of the representations of the Weyl algebra for CP~+l in a box induced by the dressing transfor
mation of Glimm and the unitary dressing transformation is studied. Equivalence is shown for the simplified 
model in which only the most singular portion of the interaction is kept. 

I. INTRODUCTION 

A method for constructing dressing transformations 
for certain field theory models has been developed 
by Glimm. 1 This method employs a sequence of 
operators that are not unitary. In Refs. 2 and 3 an al
ternate construction is developed employing unitary 
operators. In Ref. 4 results are obtained on the equi
valence of different dressing transformations con
structed for ¢~+1 by the method of Glimm. In this 
paper we obtain some results on the equivalence of 
the representations of the Weyl algebra induced by 
the transformations of Glimm and by the unitary 
transformations for a simplified ¢~+1 model-keeping 
only the most singular terms-in a box. 

II. BASIC MODEL AND DEFINITIONS 

Corresponding to a cut-off momentum A the Hamil
tonian is written as 

HA =HOA +VA +~A 
with 

HOA = E wkatab 
1 k I"" A 

1 Wt = k 2 + M2, VA = g Ia : ¢~: dx IO,4+4,n, 

~A =~~2) + ~HI5MA2»)f:¢X:dxll,l' 

(1) 

(2) 

(3) 

(4) 

Here ¢ A contains only operators a k and a k with 
1 k 1 :s A: ~ (2) and I5M(2) are the renormalization 
constants £ppropriate\o this modified ¢~+1 model, 
and the numbers following the bars indicate that in 
the Wick expansion of :¢~: only the terms with four 
creation or four annihilation operators are kept, and 
in the Wick expansion of :¢x: only the terms in one 
creation and one annihilation operator are kept. 

We define V" as the sum of terms in the expansion of 
V for which the maximum absolute value of a momen
tum kmax satisfies 

(n -1) et :s kmax < net: (5) 

a is a large number chosen to ensure certain proper
ties of the dreSSing transformations to be construc
ted. Note that 

0() 

V =E V n • (6) 
1 

We use the same definition of r as used in Refs. 2 
and 3, and let P(s) be the projection onto states with 
particle number spectra :s s. 

Define 

The Un are unitary operators defining the unitary 
dressing transformation. 

(7) 

(8) 
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Now let V:(V,-;-) be the terms in V n containing only 
creation operators (annihilation operators) 

Vn = V~ + V-;,. 

Define 

Bn = rv~, 

[n/4] (- Bn)S 

Wn = ~ s! 

(9) 

(10) 

(11) 

(12) 

Equation (11) defines a particular truncation (our con
struction satisfies condition C 6 of the second paper in 
Ref. 4). The Tn define Glimm's dressing transforma
tion. 

We define A(n): 
n 

A(n) = E (01 (- rV~)(rv~)lo). (13) 
s~ 0 

Finally we let :D be the subspace of vectors in Fock 
space with finite particle number and momentum 
components in a bounded region of momentum space. 

m. GLIMM'S DRESSING TRANSFORMATION 

For vectors q;, t/I in:D we define an inner product 

( q; 1 t/I) g = lim (T n q; 1 Tn t/I> e-A(n). 
n~O() 

(14) 

Inner products without subscripts indicate inner pro
ducts in Fock space. The completion of :D in this pro
duct defines a Hilbert space Xg. If C is an appropri
ate operator-sayan element of the Weyl algebra
then the matrix element of the operator C as it 
appears in this representation is given by 

(q;lclt/I)g = lim (Tnq;ICITnt/l)e-\(n). (15) 
n~O() 

We do not know whether an application of the Gel'fand 
construction will lead to a Hilbert space larger than 
Xg. 

IV. UNITARY DRESSING TRANSFORMATION 

For vectors q;, t/I in :D we define an inner product 

(16) 

Thus the completion of :D in this product, Xu, is for
mally identical to Fock space. If C is an appropriate 
operator then we shall define a transformed operator 
C' and define 

so that all the information on the unitary dreSSing 
transformation is contained in the transformation 
from C to C'. Formally, 

(17) 

(18) 

J. Math. Phys., Vol. 13, No.7, July 1972 



                                                                                                                                    

978 PAUL FEDERBUSH 

Initially the limit in (18) is defined only for vectors in 
:D, but since U-,/GU n are uniformly bounded by the 
norm of G, the limit holds on all of Xu. By the 
methods of Ref. 3 the limit in (18) holds strongly for 
vectors in :D and G in the Weyl algebra. The trans
formation G to G' can clearly be extended to a uni
formly closed set of operators. 

v. RELATION BE'lWEEN THE 'lWO TRANSFOR
MATIONS 

We define the operators Rn: 

R = e-(1/2)A(n) U-IT 
n n n' (19) 

defined initially on:D. We now define 

R = lim Rn. 
n->OO 

(20) 

We claim R is an isometric operator relating the two 
dressing transformations as follows: 

Tm •n = W m • W m-l··· Wn+l> (21) 

= lim (U-lT U R epIU-IT U R l/I)e-A(m)+A(n) 
m-oo m m,n n n m m,n n n 

x e-A(m) 'A(n) 

x e-A(m)+A(n) 

= lim lim (U-,l;,TmnUnRneplu-J;GUml n-OO m-+oo J 

x U-J;T m.n UnRnl/l)e-A(m)+A(n) 

= (Repl G'IRI/I) U. (23) 

The statements of (18), (22), and (23) detail the relation 
between the two dressing procedures: 

(epll/l) = (RepIRI/I) u' 

(epIGII/I)S = (RepIG'IRI/I)u· 

(22') 

(23') 

(18') 

We do not know whether the range of R is all of Xu. 
The statements of (22) and (23) follow from the follow
ing three theorems. 

Theorem 1: Let G be an element of the Weyl alge
bra, 1/1 E :D; then 

lim U;,lGU nl 1/1) 
n->OO 

exists as a strong limit. 

Theorem 2: Let 1/1 E :D; then 

lim Rnl 1/1) 
n->OO 

exists as a strong limit. 
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Theorem 3: Let 1/1 E :D; then 

. I( U-;;(n) T m(n). nUn - l)Rn 11/1)1 
11m =0, 
n->OO I R n 11/1)1 

where m(n) is an arbitrary function of n satisfying 
m (n) > n. Theorem 1 may be proved by the methods 
of Ref. 3, as noted before, much more simply than the 
result of Ref. 3. We shall prove Theorem 2 and mere
ly comment that Theorem 3 is proved the same way. 

VI. PROOF OF THEOREM 2 

It is clearly sufficient to prove 
00 

L: I(Rn-Rn-1)11/I)1 <00. 

Now 

Rn - R n-1 = eAl· eA2··· eAn-l(~nerV~ - 1)Wn_1 

x W
n

- 2··· W
1
e-(1/2)A(n-l) 

with 
[n/4) ( rv+) s 

6. = e prvp :0 - , e-(1/2)Ae-rv-
OS. , 

where to simplify notation we have abbreviated 

6.=6. n , 

prvp = P(n 2)rV nP(n2), 

A = A (n) - A (n - 1), 

v- = V~. 

(24) 

(25) 

(26) 

(27) 

For a given 1/1 E:D and n large enough, the erv;' in (25) 
can be dropped so that 

It is known by the work of Glimm (and can also easily 
be I?roven using estimate 5 of Ref. 3) that 
ITs I 1/1) I e- (1 /2) A{ S) is uniformly bounded in s so that it is 
sufficient to consider 

I( ~ - l)T 11/1) le-(1/2)A(n-l) 
n n-l = ° 
IT n-l 1 1/1) I e-(1/2)A(n-l) n 

(29) 

and to show :0 on < 00. We proceed to study 6. - 1 
(using the fact that for n large P may sometimes be 
replaced by 1): 

6. _ 1 = 11 dt !!.jetPrvp (~4] (- trv+)S e-U/2)t2Ae-trv-) 
o dt \' 0 s! 

= 11dtetPrvP[C +El +E2]e-trV-e-(1/2)t2\ (30) 
o 

+. (- trv+) [n/4) (31) 
El = rv [n/4]! ' 

E - (_ tAl (- trv+)[n/4l 
2 - [n/4]!' 

(32) 

[n/4)-1 ( trv+)S 
C = ~ -, (- tA + [rV-,- trv+]) 

o S. 

4 [n/4)-r (_ trv+)S 1 _ + + 

+ r; ~ 'I [rV , - try , .•. ,- trY ], 
r=2 5=0 S. r. ~ 

r terms 

(33) 
where the abbreviations 
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[A, B, e] = [[A, B], e], (rV;.)T n-lllJ!) = 0 (38) 

etc., are used. 

On the vectors it acts upon for n large we get 

1 
16 -11::; L dt Ie +El +E 2 Ie-(l/2)t 2A . (34) 

o 

Consider the first term in e 
[n/4]-l ( trv+)S 

6 - r (- t">.. + [rv-,- trv+]). (35) 
os. 

I - t">.. + [rV-, - trv+] I on the vector upon which it 
acts may by an NT estimate be seen to satisfy 

1- t">.. + [rV-,- trv+] I < e/N13, (36) 

where (3 can be made arbitrarily large by choosing ex 
large. The contribution of this term to III - 11 contri
butes a term that for (3 large ensures 6 6 N < 00 pro
vided we can bound 6f>n/41-l [(- trv+)s/s!]e-(1/2it2A. 
The conclusion of the proof is contained in the result 
that the norm of this term is uniformly bounded in n 
upon the vectors it acts on. One piece of this is the 
estimate 

The remaining problem is to estimate 
I (rV~)sT n-l 1lJ!) 1/1 T n-lllJ!) I. 

(37) 

Assume lJ! has particle number restricted by rand 
all momenta less than or equal to L. If n > Nl/a + 1, 
then 

* This work was supported in part by NSF Grant GP 17523. 
1 J. Glimm, Commun. Math. Phys. 5, 343 (1967); 10, 1 (1968); K. 

Hepp, Theorie de la renormolizalion (Springer, Berlin, 1970). 
2 P. Federbush and B. Gidas, Ann. Phys. (N.Y.) 68,98 (1971); P. 

Federbush, ibid. 68, 94 (1971). 

and (rV+)dT n-lllJ!) has particle number less than 

r + 4d + 6 ::~ is·4, which is less than r + 4d + ~n2. 
For d ::; [i n] as is restricted in the definition of W n 

there is a constant c such that the particle number 
is::; cn 2 for all n. Using the method of the Estimate 
5 of Ref. 3, we get for n satisfying the condition pre
ceding (38) 

_----,-_---'n,.--l-,--_::; d + _ I (rV+)dT _ 1lJ!) I ~ (f )Y]l/2 

IT n-lllJ!)1 cn 2 

[ (
f)Y]l/2 

x (d - 1) + cn
2 

(39) 

for some f and 'Y, with 'Y arbitrarily large as ex gets 
large. [In this application of the method of Estimate 5 
the grading is not by total number of particles, but by 
the power of (rV-) that can be applied before the zero 
vector is obtained. ] Estimates (36), (37), and (39)-(36) 
modified slightly for other terms in 6. - 1-combined 
yield the theorem. 

vn. CONCLUSION 

The following is a small selection of questions that 
remain to be answered. Is the range of R all of Xu? 
Does the use of the Gel 'fand construction lead to an 
expansion of H s? Is there any way of describing the 
representation induced by (18)? How unique are the 
dressing transformations? 

3 P. Federbush, Commun. Math. Phys. 21, 261 (1971). 
4 J. Fabrey, Commun. Math. Phys.19, 1 (1970); J. Eckmann and 

K. Osterwalder, "On the Uniqueness of the Hamiltonian and of the 
Representations of the CCR for the Quartic Boson Interaction in 
Three Dimensions." 
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Special relativity allows the possibility of a class of particles, called tachyons, which travel with speeds greater 
than the speed of light in vacuum. These particles have spacelike 4-velocities. Since tachyons have energy 
and momentum, they will contribute to the gravitational field through the energy-momentum tensor. One ques
tion then is what types of solutions to the Einstein field equations will tachyons yield. We consider a metric 
which admits a four-parameter isometry group. When this metric is used in the field equations using a dust 
energy-momentum tensor, solutions exist only for spacelike 4-velocity of the dust. We interpret these as 
solutions for a tachyon dust. Exact solutions to the field equations are obtained. 

1. INTRODUCTION 

We are interested in solving Einstein's field equa
tions with a dust energy-momentum tensorl 

metries. We shall consider space-times which admit 
the four-parameter isometry group defined by the 
commutators2 

(1.1) 

where gij is the metric tensor,Rij the Ricci tensor, 
R the scalar curvature, A the cosmological constant, 
Ui the 4-velocity of the dust normalized to unity and 
p > ° the energy density. In order to solve the field 
equations, we assume the space-time possesses sym-

[Xl ,X2 ] = 0, 

[Xl ,X4 ] = 0, 

[X2 ,X3 ] = 0, 

[X2,X4 ] = X 2 , 

(1.2a) 

(1. 2b) 

The Xa are the infinitesimal operators of the group 
and are related to the killing vectors ~~ which gene
rate the group by 
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Consider the first term in e 
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os. 
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butes a term that for (3 large ensures 6 6 N < 00 pro
vided we can bound 6f>n/41-l [(- trv+)s/s!]e-(1/2it2A. 
The conclusion of the proof is contained in the result 
that the norm of this term is uniformly bounded in n 
upon the vectors it acts on. One piece of this is the 
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(37) 
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r + 4d + 6 ::~ is·4, which is less than r + 4d + ~n2. 
For d ::; [i n] as is restricted in the definition of W n 

there is a constant c such that the particle number 
is::; cn 2 for all n. Using the method of the Estimate 
5 of Ref. 3, we get for n satisfying the condition pre
ceding (38) 

_----,-_---'n,.--l-,--_::; d + _ I (rV+)dT _ 1lJ!) I ~ (f )Y]l/2 

IT n-lllJ!)1 cn 2 

[ (
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(39) 

for some f and 'Y, with 'Y arbitrarily large as ex gets 
large. [In this application of the method of Estimate 5 
the grading is not by total number of particles, but by 
the power of (rV-) that can be applied before the zero 
vector is obtained. ] Estimates (36), (37), and (39)-(36) 
modified slightly for other terms in 6. - 1-combined 
yield the theorem. 

vn. CONCLUSION 

The following is a small selection of questions that 
remain to be answered. Is the range of R all of Xu? 
Does the use of the Gel 'fand construction lead to an 
expansion of H s? Is there any way of describing the 
representation induced by (18)? How unique are the 
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Special relativity allows the possibility of a class of particles, called tachyons, which travel with speeds greater 
than the speed of light in vacuum. These particles have spacelike 4-velocities. Since tachyons have energy 
and momentum, they will contribute to the gravitational field through the energy-momentum tensor. One ques
tion then is what types of solutions to the Einstein field equations will tachyons yield. We consider a metric 
which admits a four-parameter isometry group. When this metric is used in the field equations using a dust 
energy-momentum tensor, solutions exist only for spacelike 4-velocity of the dust. We interpret these as 
solutions for a tachyon dust. Exact solutions to the field equations are obtained. 

1. INTRODUCTION 

We are interested in solving Einstein's field equa
tions with a dust energy-momentum tensorl 

metries. We shall consider space-times which admit 
the four-parameter isometry group defined by the 
commutators2 

(1.1) 

where gij is the metric tensor,Rij the Ricci tensor, 
R the scalar curvature, A the cosmological constant, 
Ui the 4-velocity of the dust normalized to unity and 
p > ° the energy density. In order to solve the field 
equations, we assume the space-time possesses sym-

[Xl ,X2 ] = 0, 

[Xl ,X4 ] = 0, 

[X2 ,X3 ] = 0, 

[X2,X4 ] = X 2 , 

(1.2a) 

(1. 2b) 

The Xa are the infinitesimal operators of the group 
and are related to the killing vectors ~~ which gene
rate the group by 
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(1. 3) 

We suppose that the four-parameter group acts on 
three- dimensional surfaces of transitivity. Then 
from the form of the commutators, Eqs. (1. 2), it fol
lows that the metric and infinitesimal operators can 
be written3 

Xl =P2, X2 =P4, X3 =-Pl +x 2P2, 

X4 = - PI + x 4P4• (1. 5) 

Here we have employed a semigeodesic coordinate 
system with geodesic ally parallel hypersurfaces x 3 = 
const. From the field equations (1. 1) we find 

Dos Ui = 0, 
a 

(1.6) 

where Dol, denotes the Lie derivative with respect to 
a 

the Killing vector ~~. Equations (1. 6) imply that Ui 
has the form 

Ui = (O! (x3), 0, J'l(x 3), 0). (1.7) 

The following coordinate transformation diagonalizes 
the metric: 

X'2 = 2-l/2(x2 + x4), x'4 = 2""1/2(- x 2 + x4). 

In the new coordinates, after dropping the primes, 

ds2 = A(x3)(dxl)2 + C(x3)e+x1(dx2)2 + (dx 3)2 

- C(x3)e+x1 (dx4)2, (1. 8) 

Next we perform the coordinate transformation6 

X'l = J (0!/J'l)dx 3 -xl, 

X'3 = J J'ldx 3 + Cx l , J'l"o O. 

(2.4a) 

(2.4b) 

In the new coordinates, after dropping the primes, 

ds 2 = X2(X 1, x 3)(dx 1)2 + y2(xl,x3)(dx2)2 + (dx3)2 

- Y2(xl,x3)(dx4)2, (2.5) 

Ui = (0,0,1,0). (2.6) 

The infinitesimal operators in this coordinate system 
are 

X = 2- l / 2 (P - P ) 
1 2 4 ' 

X2 = 2- l / 2 (P2 + P4 ), 

X3 = PI + 2- l (x 2 - x 4)(P2 - P4) - CP3, 

X4 = PI + 2- l (x2 + X4)(P2 + P4) - CP3• 

Applying Killing's equations, 

(2.7a) 

(2.7b) 

(2.7c) 

(2.7d) 

(2.8) 

in the new coordinates yields the following equations 
for the metric: 

Xl - CX3 = 0, 

Y1 - CY3 + 2- l y = 0, 

(2.9) 

(2. 10) 

Ui = (O! (x 3), 0, J'l(x 3), 0). (1. 9) where we have introduced the notation 

In these coordinates the determinant of the metric 
tensor t!;,k is 

g = _ AC 2e+2x1• 

Therefore, in order to have an acceptable solution, 
we must require A> O. This means, depending on the 
sign of C, x 2 or X4 must be the time like coordinate. 
We choose C > 0 and therefore x4 is the timelike 
coordinate. The other choice gives the same final 
results. Since x4 is the timelike coordinate, it fol
lows from Eqs. (1. 9) that our space-time allows dust 
solutions only for spacelike Ui. We interpret these 
solutions as solutions to the Einstein field equations 
for a tachyon dust. 4,5 With this interpretation p is 
the invariant momentum flux of the tachyon dust. 

2. THE FIELD EQUATIONS 

Since Ui is spacelike, 

UiU. = 1. , (2.1) 

We assume that the tachyon dust moves along geode
sics 

(2.2) 

where the semicolon denotes covariant differentia
tion. The solution of Eqs. (2. 1), (2.2) using Eqs. (1. 8), 
(1. 9) yields 

A(x 3 )0!(X 3) = C = const, O! '" O. (2.3) 
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X _ ax 
a - axa ' 

y _ ay 
a - aX a ' 

Equation (2.9) yields 

X = h(Cxl + x 3), 

O! = 1,3. 

(2. 11) 

where h is an arbitrary function. The field equations 
(1. 1) become 

Y y2 y2 
2 ~ + _3 + __ 1_ = A 

Y y2 X2y2 ' 
i,j = 1,1, (2. 12a) 

Y33 + X33 + X 3Y3 + ~ (Yll _ X1Yl ) = A 
Y X XY X2 Y XY ' 

i,j = 2, 2 or 4,4, (2. 12b) 

(
2 Y 11 + Y I _ 2 Xl Y 1) = + A 

Y y2 XY P , 

i,j = 3,3, (2. 12c) 

Y13 X 3Y 1 -- - -- = 0, i,J' = 1,3 or 3, 1. 
Y XY 

(2. 12d) 

Next we present explicit solutions to the field equa
tions. Our equations and solutions are very similar 
to those considered by Farnsworth in his investiga
tion of metrics allowing a G 4 V group of isometries. 6 
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3. SOLUTIONS FOR Y 1 = 0 

If Y 1 = 0, Eq. (2.10) yields 

Y = Aex3
/ 2C , A = const. (3.1) 

Using Eqs. (2.11), (3.1) in the field equation (2. 12a) 
gives 

A = 3/4C2. (3.2) 

Therefore, the Y1 = 0 solutions must have a positive 
cosmological constant. Using Eqs. (2. 11), (3.1), (3.2) 
in the field equation (2. 12b) yields the solution 

X(xl,x 3 ) = BeTJ/2 - De- TJ , B,D = constants, 

1/=x 1 +x 3 /C. (3.3) 

Finally uSing Eqs. (2. 11), (3.1), (3.2), (3.3) in field 
equation (2. 12c) yields 

(3.4) 

for the momentum flux. The space-time is singular 
on the hyper surface 

1/ = ~ In(D/B). (3.5) 

The momentum flux is shown in Fig. 1 for a particu
lar choice of B, C, and D. 

3 

2 

FIG. 1. Momentum flux of tachyon dust for the case Y I = 0, 
B=C=D=1. 

4. SOLUTIONS FOR Y 1 '" 0 

For Y 1 '" 0, field equation (2. 12d) yields 

X = G(x1)y1, 

where G is an arbitrary function. Killing's equa
tion (2. 10) yields 

(4.1) 

(4.2) 

where g is an arbitrary function. Combining Eqs. 
(2.11), (4. 1), (4.2) yields 

and therefore by Eqs. (4. 1), (4.2) 

X = E(Cg' - ~g), 
where 

g' = dg(Cxl + x 3 )/d(Cx1 + x 3 ). 

The remaining field equations yield 

2gg" + g'2 + E-2 - Ag2 = 0, 

p = (3g" - Ag)/(Cg' - ~g). 

For A = 0 the derivative of Eq. (4.4) yields 

g2g" = - F = const, 

which when combined with Eq. (4.4) yields 

g'2 = - I/E2 + 2F/g, 

(4.3) 

(4.4) 

(4.5) 

(4.6) 

the Friedmann equation. For C = E = F/2 = 1 this 
yields the solution 

g = 2(1 - cosl/l), 7J = 2(1/1 - sinl/l), 

p = 3/2(1 - cosl/l)[(I- cosl/l) 2 - sinl/l]. (4.7) 

This solution also has singularities on hyper surfaces 
7J = const. The momentum flux is shown in Fig. 2 for 
this solution. 

1 
6 

f 

3 

6 9 11-

J{--
FIG.2. Momentum flux of tachyon dust for the case 
Y 1 '" 0,1\ = 0, C = E = F!2 = 1. 
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5. CONCLUSIONS 

We have discussed a metric which allows a four
parameter isometry group G4IV. When this metric; 
is used in Einstein's field equations with a dust 
energy-momentum tensor, one finds solutions only 
for a tachyon dust. The solutions are static and have 
singularities on timelike hypersurfaces. Our solu
tions do not, of course, prove anything concerning the 
existence or nonexistence of tachyon dust in nature. 
What they do show is that the Einstein field equations 
have solutions for such a hypothetical dust. In fact 

1 i,j, k·· 'are tensor indices which take on the values 1,2,3,4. 
a, b, c, ... label the Killing vectors, infinitesimal operators, etc. 
For a four-parametric group these also take on the values 1,2, 
3,4. We choose the signature (+, +, +, -). Also we use units 
with c = 1, 81Tk = 1, where c is the speed of light in vacuum 
and k is the Newtonian gravitational constant. 

the metric we conSidered has solutions only for this 
type of dust. 
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shown to be absolutely continuous complete. If in addition VIr) is continuous in (0,00), then W, (H 2' Hn ) are con
tinuous complete. In both cases S = W ~W_ is unitary. The connection between the more physical, time-depen
dent wave operator approach and the traditional time-independent method is made, and phase shift formulas are 
obtained for the wave and scattering operators. 

INTRODUCTION 

One of the first problems to be explicitly solved in 
nonrelativistic quantum mechanics was the Coulomb 
scattering problem by the time-independent eigen
function expansion method. 1 Scattering solutions are 
obtained by imposing certain asymptotic conditions 
on the solutions <l>i(x,q) of the partial differential 
equation (- t:. + Vc - k2)<l>t = 0 (see Appendix A). 
Throughout this paper, x and q will be used to denote 
elements of R3 while y and k will denote their magni
tudes. 

Let us consider the three-dimensional nonrelativis
tic system described by the Hamiltonian H 2 = H 0 

+ Vc + V = H 1 + V, where H 0 is the free particle 
Hamiltonian, Vc is the Coulomb potential, and V is a 
real-valued potential function. Hi (i = 0,1,2) act in 
the Hilbert space X = L2(R3). Recently the existence 
of certain modified wave operators 

W (H H) - -1' iH2t -iHD(t) 
± 2' D - ~ .... /~ e e 

appropriate for systems where the potential function 
is asymptotically Coulomb was shown by Dollard,2 
thus establishing a more physical time-dependent 
description of the scattering process. Furthermore, 
when the potential is pure Coulomb,Dollard2 showed 
the absolutely continuous spectrum completeness 
(also continuous spectrum completeness) of the wave 
operators W± (H l' HD ) and established the relation be
tween the customary scattering solutions of the time
independent theory. Support for the acceptance of the 
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wave operators W±(H l' HD ) as the appropriate ones 
for the description of the pure Coulomb scattering 
process is given by the following facts 2,3: 

(1) Let P 1 be the projection on the continuous spec
trum subspace of H l' For any vector f E P 1X there 
exists vectors g ± E X such that 

lim II e- iHlt f - e-iHD(t)g II = O. 
t-+-± 00 ± ± 

Conversely, for every g E X there exist vectors 
hEX such that 

lim II e-iHl t f± - e-iHD(t)g II = o. 
t-+±oo 

This implies the existence of the wave operators 
W±(H 1,HD ). 

Furthermore 

lim iB 1 e-iH1tj(x) 1
2dx = 0 

t-+±oe 

for any compact subset B of R 3, so that indeed e-Hl t f 
behaves as a traveling wavepacket. 

(2) The momentum and pOSition probability distribu
tions of the vector e-iHD(t)g+(e-iHD(t)g_) in the t ~ + 0Cl 

(t ~ - 0Cl) limit are the same as those of the vector 
e-iHotg+ (e-iHotgJ. 

The momentum distribution of e-iHo t h is just I ho (k) 12 
and the position probability distribution is given by 
(m/t)3Iho(mx/t) 12 as t approaches ± rx; (h o is the 
three-dimensional Fourier transform of h). 



                                                                                                                                    

982 J. C. F 0 S T E R, JR. AND J. R. RAY 

5. CONCLUSIONS 

We have discussed a metric which allows a four
parameter isometry group G4IV. When this metric; 
is used in Einstein's field equations with a dust 
energy-momentum tensor, one finds solutions only 
for a tachyon dust. The solutions are static and have 
singularities on timelike hypersurfaces. Our solu
tions do not, of course, prove anything concerning the 
existence or nonexistence of tachyon dust in nature. 
What they do show is that the Einstein field equations 
have solutions for such a hypothetical dust. In fact 

1 i,j, k·· 'are tensor indices which take on the values 1,2,3,4. 
a, b, c, ... label the Killing vectors, infinitesimal operators, etc. 
For a four-parametric group these also take on the values 1,2, 
3,4. We choose the signature (+, +, +, -). Also we use units 
with c = 1, 81Tk = 1, where c is the speed of light in vacuum 
and k is the Newtonian gravitational constant. 

the metric we conSidered has solutions only for this 
type of dust. 
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(3) (Wig) (X) = J <Pi (x, q)go(q)dq = fi (X) and the time 
evolution C-iHj t ~ is given by fi (x, t) = J <P i(x, q) x 
C-ik2tgO(q)dq thus allowing the identification of the 
variable q occurring in <P'j(x, q) as the asymptotic 
(t -; ± (0) momentum index. 

In this article we obtain results similar to those of 
Dollard for a system described by the Hamiltonian H 2' 
In Sec. 2 we extend Dollard's existence proof for 
W ± (H 2' HD ) to include a larger class of potentials (not 
necessarily spherically symmetric), which include 
potentials behaving as r-l-( as r --'> 00 (E > 0). In the 
case when V is spherically symmetric, we show abso
lutely continuous completeness of the wave operators 
Wi (H 2' HD )· Since an eigenfunction expanSion has not 
been shown to exist for H 2 for nonspherically sym
metric potentials, we use Kodaira's theory of eigen
function expansions 4 for spherically symmetric po
tentials and consider direct sums over the angular 
momentum to establish. the relation between the wave 
operators W±(H2 ,HD )and the time-independent method. 

The notation we will use is introduced in Sec. 1. Some 
facts from the theory of eigenfunction expansion are 
reviewed there also. In Sec. 2 the theorems are pre
sented: Their proofs follow in Sec. 3. Appendix A 
gives formulas connecting three- and one-dimension
al expressions. In Appendix B we give a heuristic 
argument,for spherically symmetric V, which indi
cates that the wave operators W±(H 2' HD ) exist and 
are absolutely continuous complete when V satisfies 
Kodaira's criterion [see Eqs. (la)-(lc)] for the exis
tence of an eigenfunction expansion for H 2' 

For another approach to this problem the reader is 
referred to the article by Mulherin and Zinnes. 5 For 
the treatment of the existence and absolutely contin
uous completeness question, without the spherically 
symmetric restriction, see forthcoming work of B. 
Simon. For the case of systems described by poten
tials of the type e/r ex (0 < ex < 1) see Amrein, Martin, 
and Misra. 6 We also mention that results analogous 
to ours have been obtained by Green and Lanford7 

(see also Kuroda8 ) for the case Ve = 0, H2 = Ho + V. 

1. PRELIMINARIES 

Throughout this paper x, 9J denote elements of (R3 
while l1.,h will denote their magnitudes. We adhere to 
the Hilbert space terminology of Kato. 9 We consider 
the formally symmetric operators Hi (i = 0, 1,2), 
where H 0 is the kinetic energy operator, H 1 is 
Ho + Ve (Ve = c 1c2/r,the Coulomb potential),and 
H 2 = H 1 + V. V is a real- valued measurable function 
defined for x E (R3. The operators Hi act in £2«R3) 
and their definition as self-adjoint operators will be 
obtained either from a form-bounded or operator re
lative-boundedness condition. We will not change 
notation for the corresponding self-adjoint extensions 
of these operators. When we are dealing with a 
spherically symmetric potential V we can also con
sider these operators as direct sums,i.e.,H i = 
'L/,o EB Hl (i = 0,1,2), which act in the direct sum of 

leO 

the Hilbert spaces Jel. Je = 'L/,o EB Jel is isomorphic 
1=0 

to £2(6(3) (see Green and Lanford 7). The subspace 
Jel is the Hilbert space Jel = £2(0, (0) 0 £r(n), where 
£r (n) is the (21 + I)-dimenSional Hilbert space with 
orthonormal basis elements given by the spherical 
harmonics Yl ,,, (n), -l:s m :s l,and £2(0, (0) is the 

radial Hilbert space with measure al1.. Hi (i = 0, 1,2) 
acts trivially on the second factor. The definition of 
Hi (i = 0, 1,2) as a self-adjoint operator in £2(0, (0) 
will be taken from the theory of eigenfunction expan
sions as developed by Kodaira 4 which we will briefly 
review. These operators are self- adjoint restric
tions of the differential operators 

£! =_£ + l{l + 1) + V'(r), i = 0,1,2, 
, dr 2 r2 ' 

where Vo = 0, V{ = Ve,and V2 = Ve = Ve + V. For 
I = ° we are in the limit circle case so we impose 
the boundary condition u{o) = ° for u ED (H?). For 
the precise specification of the domains of these 
operators see Kodaira 4 or Stone .10 When V satisfies 
the conditions 

VCr) continuous on each closed subinterval 
of (O,oo) (1.1a) 

VCr) ~ 0(1/r 2-E
) for r -; 0, E> 0, 

VCr) ~ 0(1/r 1 + E ') for r -; 00, E' > 0, 

(1. 1b) 

(1. 1c) 

then Hi (i = 0, 1,2) admit eigenfunction expansions, 
i.e.,for anYf E £2(0,00) (we suppress the ldepen
dence), 

N 

fer) = !.i.m. ~ uln{r) (U1n,!) 
n =1 

where uln are the orthonormal eigenvectors of the 
point spectrum of Hf and uJr, k) is a real continuous 
function of 11. (O:s 11 < 00) and h {h > O),which satisfies 

{Li-k2)ul{r,k)=0, k>O, 

uj{r,k)--'>C{k)r l +l, asr--'>O,k>O, 
(1. 2a) 

uo(r, k) = (2/n) 1/2 kr j I{kr) --'> (2/n) 1/2 sin(kr - In/2) 

as r --'> 00, k> 0, (1. 2b) 

uk, k) -; (2/n ) 1/2 sin(kr - (O'/k) log(2kr) - In /2 + 6 D 
as r --'> 00, i = 1,2, k > ° 

and 6i = arg[r (l + 1 + iO'/k)], 0' = c 1c2m. The 
position of the continuous spectrum of Hi for all i and 
1. is [0, 00) and is absolutely continuous. 

We denote the transform 

fi{k) = (F;f) (k) = l.i.m. J; ui(r, k)f{r) dr, 

f E £2(0, (0) (1. 3) 

(Fig)(r) = l.i.m. Jooou;(r,k)g(k)dk, g E £2(0,00). 

Note that F; is partially isometric and 

(1. 4) 

where Pi is the projection from £2{0,00) onto the con
tinuous spectrum (which is absolutely continuous) 
subspace of Hi and PI is the projection from £ 2(0, (0) 
onto F;(£2{0, (0). Formulas relating one-dimensional 
and three-dimensional quantities will be found in 
Appendix A. 

J. Math. Phys., Vol. 13, No.7, July 1972 
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We will also consider various generalized wave oper
ators acting in JC = £ 2«(R3). We let 

W (H H) 1· iH t -iHif 2 (1 ) 
± j' i = s- 1m e J e Pi' i,j = 1" . 5a 

t-'l> ±oo 

where Hi' Hj are self- adjoint operators and Pi is the 
projection operator on the subspace of absolute con
tinuity of Hi' We also will use the modified wave 
operators introduced by Dollard 2 which we denote by 

W (H H) - -1' ill it -iHD(t) 
± V D - S 1m e e , i = 1,2, (1. 5b) 

t-+- ± 00 

where e-iHD(t) is unitary (but not a one-parameter 
group) and 

HD(O =Hot + E(t)I/2e1e2(Hot11og(-4ItIHo)' (1.6) 

where E(t) == ± 1 for t "" O. When the wave operators 
Wi(Hj,Hj ), j = 1,2, f= 1,2,D exist andR(W

i
) are the 

absolutely continuous (continuous) spectrum subspace 
of Ht , then W± (H -, H j) will be said to be absolutely 
contInuous (con(inuous) complete, abbreviated acc 
(cc). When considering these operators acting on JCI 

="'Evo 
EB JCI they will be denoted by W = 'L';oo EB WI. 

1=0 i 1"0 i 

This notation is justified as a result of Kuroda8 

which shows that W ± exist if and only if W ~ exist 

for each 1 and when Wi exist, Wi = 'L';~o EB W £. 

2. RESULTS 

In part A of this section we give results on the exis
tence and completeness of wave operators deduced 
from the time-dependent wave operator approach. 
In part B we give time- independent results and the 
relation between the time-dependent and time-inde
pendent results. 

A. Time-Dependent Scattering 

Contained in Dollard's work is the following: 

Theorem 2.12: In JC = £2(<R3) we have that 

(a) The wave operators W±(H l' Hv) exist and are acc 
and cc. 

(b) For V E: £2«(R3) and real, W±(H2,HD) exist. 

We give the following extension of Theorem 2.1. 

Theorem 2.2: Let V = V2 + V' with V 2 E£2(<R3) 
and V' E: £00 (<R 3 ) n £P(<R3) (p < 3). Then the wave 
operators Wi (H 2' Hv) exist. 

With Ho,H l'H2 defined as direct sums over 1 and Hi, 
H~ defined as operator sums with !D(HD == !D(Hb), 
i = 1, 2, we state a previously obtained result as the 
following theorem. 

Theorem 2.311 : If V is spherically summetric and 
satisfies the condition 

J;r2 Iv(r)1 2dr + J: (1 +r)6IV(r)l i dr< rJ), 

i == 1, 2, (2. 1) 

for some R (0 s R < rJ) and some /) (0 < /) < 1), then 
the generalized wave operators W±(H2,H 1) and 
W±(H l' H 2) exist on £ 2«(R3) and are acc. Furthermore, 
if VCr) also satisfies Eqs. (la)-(lc), the above wave 
operators are cc. 
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Remark 2.1: In proving the first part of the above 
theorem we applied a theorem of Kuroda 12 for opera
tors. Kuroda 13 has an analogous theorem for forms 
which he used to extend Green and Lanford's results 7 

for the case of the wave operators W±(H 2' HI) with 
Vc = O. We have not been able to obtain the required 
estimates to apply this theorem which would allow a 
1L- 2+< (E> 0) behavior for Vat the origin. In Appendix 
B we give an argument which indicates but does not 
prove existence and absolutely continuous complete
ness in this case. 

Remark 2.2: With the condition of Eqs. (la)-(lc) 
imposed on V the continuous spectrum of H 2 is abso
lutely continuous from Kodaira's theory of eigenfunc
tion expansions. 4 Precisely to what extent the conti
nuity assumption of V can be relaxed and still have 
cc has not been investigated. 

Combining a modified version of the chain rule for 
generalized wave operators and Theorem 2.1, we 
have the following: 

Theorem 2.4: 

(a) Let V satisfy the conditions of (2.1). Then the 
wave operators W±(H 2' Hv) exist and are acc. 

(b) If V satisfies both (2.1) and (la)- (lc) then 
W±(H2,HD) exist and are cc. 

(c) In both (a) and (b) the scattering operator S = 
~ W_ is unitary. 

B. Time- Independent Scattering and the Relation to 
Time-Dependent Scattering 

We give these results in one-dimensional form and 
suppress the 1 dependence. The three-dimensional 
results are obtained by taking direct sums. Dollard's 
results on cc for the wave operators W±(H l' Hv) can 
then be stated as Theorem 2.5. 

Theorem 2.52 : Defining 

(U±(Hl'Hv)f)(r) == l.i.m. J U1(y,k)e~i61(k\Fof)(k)dk 

(1.i.m. with respect to the k integral means norm 
limit over a sequence [QI, J3] of k intervals, QI > 0, 
J3 < rJ), with QI ----> 0 and J3 ----> rJ) or 

U±(H 1 ,Hv )f = FieTiOlFof, 

then U±(H 1> HD) = W±(H 1> Hv )' 

(2.2) 

We are now in a position to establish the time-indepen
dent theory for asymptotically Coulomb potentials and 
the relationship to the time- dependent theory. We 
have the following theorem. 

Theorem 2.6: 

(a) Let V satisfy (1. la)- (1. lc) and define S' == 
F6e2i62Fo;thenS' is unitary. 

(b) Let V satisfy (la)-(lc) and (2.1). Define 
U,JH 2' HI) == F~ e±i (61-6 2 ) F Ion £ 2(0, rJ); then 
U±(H 2' HI) = W±(H 2,·H 1)' 

(c) With Vas in partb we have Wi (H 2 ,HD) = 
F~eTi62 Fo.Define S == ~(H2,Hv)W_(H2,HD); 
Then S =5'. 
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Remark 2.3: Knowing the eigenfunction expansion 
for H 2' such as having °2, we can always define a uni
tary operator by Fb e2i o2 F o' The important point is 
that the time- independent definition agrees with the 
operator S defined from the time- dependent theory. 

Remark 2.4: We expect the equality W±(H2 ,H 1) = 
U±(H 2' H 1) to be valid under the less restrictive con
ditions on V of (la)- (Ic) or more generally when an 
eigenfunction expansion is valid for H 2 and the con
tinuous spectrum is absolutely continuous. 

3. PROOF OF THE THEOREMS 

For the proof of Theorems 2.1 and 2.5 see Dollard. 2 
For the proof of Theorem 2.3 see O'Carroll. 11 

Proof of Theorem 2.2: We apply Theorem 3. 7, 
p. 533 of Kato. 9 For a fundamental subset in L2(R3) 
we take the space of functions 8 C S(}t3) used by 
Dollard,2 where f(x) E: 8 if fo(q) vanishes in a neigh
borhood of q = O. For h E: 8 we show that 

1:(V2 + V')e-iHn(t)hI12~ IIV2e-iHn(l)hI12 

+ IIV'e- iHn (t)hI12 (3.1) 

is integrable on [lo' co] where to> 1. We use Lemma 
2 of Dollard2: Let h E 8. Then, in the system of units 
used in the introduction for I t I 2: to' we have 

(e- iH n(l)h)(X) = (1/2it)3/2 ¢c (x) ho (x/2t) 

+ (1/4 1Tit ) 3/2 eix2j4tRh(x' t), (3.2) 
where 

¢c(x) == exp{ix 2/4t) exp{-iE(l)e 1e2 1og(x2/ltl)t/2x} 

and for any integer n there exists a number J.L 2: 0 and 
a constant K, depending on h, such that 

Returning to (3. I) we find 

II V 2 e -iHn(l)h 112 ~ II V 2 112 II e-iHn(t)h 1100 

s IIV2112{(2tt3/21IhI11 + K(log Itl)llt-2} (3.4) 

which is integrable on [to' co). The second term on 
the right side of (3. 1) is found to satisfy 

liV' e-iHn(t)h 112 

s II V' ¢c (x)(2tt3/2ho(x/2t) 112 + III V' I (2tt3 / 2 1 Rh 1112 

= II V'2(2t t 3 1R h 12 11F2 +1' 

S II V'2 IW2 r 3/ 2 (log I t 1)1' i-1/ 2 t 3/ 2p' J1/2p' + I' 

s K"{(loglt 1)I'/t 2 - 3 / 2P '} II V' 11 2P + 1', (3.5) 

where 

p-l + p'-l == 1, 1== Joo y2(1 + y2t2p'n dy 
and a 

l' == II V' CPc (x) (2tt3/ 2 ho(x/2t) 11 2 , 

We have used the Holder inequality in going from the 
first to the second line of (3.5). For p < 3/2, p' > 1 
so that the first term of (3.5) is integrable on [to' co). 
The second term can be taken care of by the use of a 
formula due to B Simon. Using the fact that 

II (2tt3/2ho(x/2t) 112 == Ilho 112 = Ilh 11 2, 

II (2tt3!2 ho(x/2t) 1100 s (2tt3!2 II hill' 

and the Riesz- Thorin 14 convexity theorem we obtain 
Simon's formula: 

II (2tt3!2ho (x/2t) lip' ~ Kt-3(1-21p')/21Ih lip 

for p-1 + p'-l = 1, 1 s P s 2. Thus with s-l + s'-1 = 
1 and using the Holder inequality we have 

Ilv' CPc (x) (2tt3/2ho(x/2t) 112 

s II V'211;~2 II (2tt3!2ho(x/2t) 1125 

s K' II V' 11 2s ' t-3/ 2s '. (3.6) 

Equation (3.6) is integrable for s' < 3/2 as V' is 
assumed to have finite p norm for some p < 3. 

Proof of Theorem 2.4: (a) From Theorem 2.1a 
we have that W±(Hl'Hn ) are acc and cc. From The
orem 2.3 we have that W±(H2 ,H1) are acc. We prove 
the chain rule (valid although H net) is not a one
parameter unitary group): 

W±(H2 ,H 1) W±(H 1,Hn) = W±(H2 , Hn). (3.7) 

Let P 1(P2 ) be the projection on the absolutely contin
uous spectrum subspace of H 1(H2 ). As W± (Hl>Hn )X 
= PIX and W± (H2 ,H1) are acc then W± (H2 ,H )X= 
P2X,Le.,W± (H 2 ,Hn ) are acc. We establish (3.7) for 
t ~+ co. We have W+(H2 ,H1) W+(Hl>Hn ) = s-lim 
eitH2P1 e-iHn{t) as t ~ co. For v E: L2(R3), we find 

II W+(H2 ,Hn )v - W+(H 2 ,H 1) W+(H pHn)V II 

Ill ' (iH2IJ -iHn(t) iH2tp -iHn(t» II = 1m e e v - e 1 e v 
t .... 00 

= lim II (J - PI) e-iHn(t) v II 
t ..... 00 

= lim Ii eiH1t (J - PI) e-iHn(t) v II 
t ..... 00 

(3.8) 

Equation (3.8) is zero since W+(H pHD) is acc which 
implies W+(HpHD) = P 1W+(Hl' Hn )· 

(b) From Kodaira's theory of eigenfunction expan
sions,4 the absolutely continuous spectrum subspace 
of H 2 corresponds with the continuous spectrum sub
space that W±(H 2' Hn) are cc. 

(c) In both (a) and (b), W±X= P 2 Xso that S = w:W_ 
is unitary. 

Proof of Theorem 2.6: We first give two lemmas 
which will be used in the proof of part b. 

Lemma 3. 1. Let u(r, k) be the solution of 

[-d 2/dr2 + l(l + 1)/r2 + V(r)]u = k 2u 

used in the eigenfunction expansions of Sec. 1 with V 
satisfying the conditions of (la)- (Ic) such that 

u(O, k) = 0 
and 

u(r,k) "" (2/7r)1/2 sin[kr- l11/2 

+ (a/k)ln2kr + o(k»), r~co. 
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Then u(r, k) is continuous in «r, k): r ~ 0, k > 0) and 
is bounded in the setD' = (r,k): O:s r ~ r 2, 
o < kl ~ k ~ k 2) with the bound 

where V(r) '" 0(1/r 2- E
) as r ~ O. 

Proof of Lemma 3.1: Following Sec. 22. 25 of 
Titchmarsh 15 we solve the integral equation 

y(r,k) = k-I-1/2rl/2JI+1/2(kr) - (11/2) 

(3.9) 

x 1; [JI+l/2 (kr) Y I+l/ 2 (ks) - J I+1/2 (kr) 

x y 1+ 1/2 (ks)]r 1/2 S 1/2 V'(s) y(s, k)ds (3.10) 

by iteration with V'(r) = a/r + V(r), and y(r, k) is the 
solution which behaves as rl+l as r ~ O. We easily 
findy(r,k) ~ C'rl+leyf

/ f inD'. From Theorem 5.3 
of Kodaira4 

u(r, k) = (2/1T) 1/2·1 k/ A(k) 1 y(r, k), 

where A(k) is continuous in [kI' k21 and nonzero so 
the theorem follows. 

Lemma 3.2: Let V satisfy (la), (lb), and (2.1) and 
have compact support. 

Let 

h(r, k2 + iO') = (R 1 k2 + ia Vu 2 ) (r, k), , 
where the resolvent operator R 1 k 2 + ia = 
(H 1 - k2 - iO' r 1 is an integral operator in L2 (0, 00) 
with kernel G l(r, r', k2 + iO') (a ;c 0). Then 

lim h (r, k2 + iO') = (R l,k2 Vu 2 ) (r, k) 
0-+0+ 

uniformly in anyD = «r,k): 0 <r 1 ~ r ~ r 2, 
o < kl ~ k ~ k2), where R 1, k2 is the integral opera-
tor with kernel G 1 (r ,r' , k2 ). 

Proof of Lemma 3.2: From Theorem 20.21 of 
Stone 10 the resolvent operator (H 1 - X r 1, lmA ;c 0 is 
an integral operator of the Carleman type, denoted by 
GI(r,s,X),given by 

{

U1 (r,T)W 1 (S,T)/W(Wl>U 1)' 0 <r <s 
G 1 (r,s,x) = 

w 1 (r,T)u1 (S,T)/W(wl>ul)' 0 <s <r 
(3.11) 

where u 1 (r, T) and W 1 (r, T) are independent solutions 
of (L1 - X)y = 0, T = (X) 1/2, and W(w pU1) is the 
Wronskian. In Messiah's 1 notation, two linearly inde
pendent solutions are 

Fl(a/T, Tr) = cleiTY(Tr)l+l 

x F(l + 1 + i(a/T)12l + 21--2iTr), 

Gl(a/T, Tr) = vl(r, T) 

= cleiTT(Tr)I+IG(Z + 1 + ia/T12l + 21- 2irr) (3.12) 

with ReT> O. F and G are confluent hypergeometric 
functions and 

c1(1/T) = [2 1/2l + 1)!1 exp(-i 1Ta/T] I r[l + 1 = (ia/T)\. 

Since F({3lrlp) is entire in (3 andp,and G({3lrlp) is 
entire in {3 and analytic in p except for - 00 < p ~ 0 
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(see Lebedev,16 pages 261-65),F
1 

and G
1 

are COO in 
the three variables (r, k, a) where r E [0,00) for Fl 
r E (0,00) for G 1 and k E (O,oo),where we set X = 
k2 + i a, ReT > O. For 0'> 0 we have 

wl(r,T) =u+(a/T,Tr) = [Gz(a/T,rr) + iF1(a/T, Tr)] 

x [argr(l + 1 + (ia/T»] 

ul (r, T) = (2/1T )1/2 F1(a/T, Tr) ;W-l(w l' Ul) 

= (11/2)1/2(1/T)[argr(l + 1 + ia/T)]. (3.13) 

The above considerations show that 

lim u1 [r, (k
2 + iO')I/2] = u1 (r, k) 

0' .... 0+ 

uniformly in any domain 0 < k1 ~ k ~ k2' 0 ~ r ~ r 2 
and that 

limw 1 (r,(k2 + iO')1/2) =w1(r,k) 
0'-.0+ 

uniformly in any domain 0 < k1 :5 k:5 k2' 0 < r 1 
:s r :5, r 2 • Thus 

lim G 1 (r, s, k2 + i a) = G 1 (r, s, k2 ) 
0'-.0+ 

uniformly in any domain 0 < r t :S r :5 r 2' 0:5 S :5 S 2' 

o < kl :5 k:s k2. Let suppV c 0, S2]' We have 

1000 

IV(s)u2 (s,k)lds:5 C' 1;2 s2V2(s)ds = C" < 00 
so that (3.14) 

V(r)u2 (r,k) E L2(0,oo) and V(r)u2 (r,k) E L1(0,oo) 

with a bound C" which is uniform in 0 < kl :5 k:5 k2. 
We find 

supp Ih(r,(k2 + ia)1/2) - h (r, k) I 
D .s 

:5 supp J
0

2 IG 1 (r,s,k2 + iO') 
D 

- G 1 (r,s, k 2)\IV(s)u2(r, k) Ids 

:5 C" supp I G 1 (r, s, k 2 + i 0') - G 1 (r ,s, k 2 ) I, 
D 

which suffices to establish the lemma. 

Proof of Theorem 2. 6(a): This is obvious. 

Proof of Theorem 2. 6(b): As this proof is rather 
lengthy we give a brief outline. In Part I we prove 
the theorem for a continuous, cutoff V, denoted by Vn ' 
with supp Vn e[o, n + 1]. The equality 
W ±(H 1 + Vn , HI) = U±(H 1 + Vn ' HI) is established fol
lowing a method of Ikebe 17 and uses previous results 
on the existence and cc of the wave operators 
W±(H 2' H 1).11 In Part II, following Kuroda 8 , a limiting 
procedure is used which allows us to prove the result 
for v. 

Part I: We will prove 

W±(H 1 + Vn ,H 1)= F~ eii
(61-6 2 ) F 1 = U±(H 1 + Vn,H 1) 

(We suppress the n dependence of F~ and 62) for a 
continuous cut-off potential defined by 

\ V(r),' 0 < r ~ n 

Vn(r) = ~ [sgn V(n)] min(1 V(r) I, I V(n) I (n + 1 - r», 

(n ~ r ~ n + 1 0, n + 1 ~ r < 00. 
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With this definition, I Vn(r) I ::;1 V(r) I. Throughout Part 
I we let f EO CO'(O, (0)' and g is such that F 19 EO 
CO'(O, (0)', where CQ(O, (0)' is the set of all Coo func
tions with compact support contained in (0, (0). Fur
thermore we consider only the t -7 - 00 case, the proof 
for t -7 + 00 is similar. With f and g as above we fol
low Ikebe17 (see Sec. 11) to establish that U±(H1 + 
Vn ,H1 ) are well defined. We have 

roo i(6-6 ) 
(U_g)(r) = Jo u2(r,k)e 1 2 (F 1g)(k)dk 

= F~ei(62-61) F
1
g, (3.15) 

(U!f) (r) = J;;" u1 (r, k) ei(6 1-62 ) (F 2f)(k)dk 

- F* i(61-6 2 ) F f 
- 1 e 2 ' 

which can be extended to all f , g EO L2( 0, (0) by writing 
l.i.m. in front of the integrals. Note that 

U_(L2(0,00» c P 2 (L2(0,00», 

U! (L2 (0, (0» C P 1 (L2(0, (0)). 

We also have that 

We will now derive 

Starting from 

U* W l' U* i(H1+V)t -tH1p _ _ = s - 1m _ e n e 1 
t-» -00 

(3.15'a) 

(3. 15'b) 

(3.16) 

(3. 17) 

and, using the existence of the strong limit, the fact 
that u 2 Vn EO L2 (0, (0) and that P 1F 1 = F l' we arrive 
at 

(U~W_f,Plg) = (U~f'Plg)+lim J;;"(f,R 1 k2+io Vnu 2) 
6-0+ , 

x (F 1g)(k)e i (6 2 -6 1 )dk. (3.18) 

By Lemma 3. 2 we can pass the limit inside the inte
gral and inner product of (3.18) obtaining 

(U~ W_f,g) = (U~ W-f,P 1g) 
roo -i(6 -6 ) roo -

=Jo e 12 (F 1g)(k)Jo f(r) x¢(r,k)drdk 
(3. 19) 

with +1 

¢(r, k) = u2 (r, k) + fa G 1 (r, r' , k 2) Vn (r') 

x u 2 (r',k)dr', k;;t 0, 

where G 1 (r, r' , k2 ) is given by (3. 11). For fixed 
k (k ;;t 0) we see that G 1 (r, r' , k2 ) is a bounded con
tinuous function in a neighborhood of the r, r' origin. 

Thus ¢(r, k) is continuous in 0 ~ r < co and bounded 
at the origin. Furthermore, (L 1 - k 2 ) ¢ (r, k) = 0 so 
¢(r, k) = ck u 1 (r, k). Using the explicit form of 
G 1 (r,r',k 2 ) [see (3.11) and (3. 13)],we have 

¢(r,k) = (u 2 + Kw1)(r,k) for r ~ n + 1. 

Thus, comparing the e ikr part of the asymptotic 
form of u2(r, k) and u 1(r, k) for r -) co,we find ck = 

e i (02 - 01). Equation (3.19) becomes (U~ W_f ,P 1g = 

Joo (F 1g)(k) JOO

j(r)u1(r,k)drdk=(Pd,g). 
o 0 

By (3.15b), 

PI U! = PI sO (U~ W_f, g) = (Pd,g) 

for arbitrary f and g dense in L2 (0, (0). Thus we have 
the L2 (0, (0) relation 

(3.20) 

Using (3. 20), we see that it is easy to show U _ = W_ . 
From Theorem 2.3 it follows that W_ is ace, so that 
W_W~ = P 2 • Thus 

U~W_W~ = P1W~ = U~ P 2. 

Taking adjoints we have P 2U- =W_P 1 • Using (3. 15a) 
we obtain U_ = W_. We have established on L2(0,00) 
that 

(3. 21) 

In (3.21) we have resurrected the n dependence of F~ 
and 02' In what follows F 2 and 02 will be associated 
withH2 =H1 + V. 

Parlll: We will follow a method of Kuroda8 which 
allows passage to the limit n --) 00 in (3. 21), obtaining 
U-<H 2,H1) = W_(H 2,H1). We will prove the following: 

s-lim W±(H1 + Vn ,H1) =W±(H2,H1), (3.22) 
n'" 00 

lim 02 (k) :::: 02 (k) [uniformly in (0, co)], (3.23) 
n"'oo 

s-lim F~e±i(01-0~) Fl = F~ e±i(ol-o2) F 1.(3.24) 
n ... oo 

From (3.21), (3. 22), and (3.24) part b of the theorem 
follows. 

Proof of (3.22): By Theorem 2 of Kuroda 12 it is 
sufficient to show that I V - Vn 11/2 (H I - X)-1 is 
Hilbert-Schmidt and 

lim III V - Vn 11/2 (HI - x)-lli H_s = 0 
n'" 00 

for some X (which we take to be real) in the resolvent 
set of H 1. Since I (V - Vn) (r) I::; 21 V(r) I and 

IllvII/2(H 1 - x)-IIIH_s<oo' 
we have 

III V - Vn 1112 (HI - xt 1 II ~-S 
::; 2111 V 1112 (HI - X) II ~-S < 00. 

The Lebesgue dominated convergence theorem gives 

lim III V - V 11/2 (H 1 - X)-l1 112 _' 
n-co n HS 

= 0 so that s-lim W±(H1 + Vn ,H1) = W±(H2,H1). 
n'" 00 

Proof of (3.23): Let u2 (r, k) satisfy 
(L I + Vn - k 2 ) u~ = 0 with the boundary and asymp
totic conditions 
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lim u~ (r, k) == 0, u2 (r, k) ~ (2/7T)1/2 
r ... O 

(L l + Vn - k2)u~ = 0 and u~(r,k) ==u2(r,k) 

sin[kr - (Z7T/2) + (a/k) In2 (kr) - o~ (k)] for 0 -'S r -'S n. 

as r -'7 co. Let u~ (r, k) also satisfy We find for r ;;,. n + I 

(ii~ - u2 ) (r, k) 

==W(Ul'lll)-1 (1:+1 K 1(r,s,k)[V(s)u2(s,k)- Vn(s)u~(s,k)]ds + J:+ l Kl(r,s,k) V(S)U2 (S,k)dS) (3.25) 

with Kl(r,s,k) ==ul(r,k)vl(s,k)-ul(s,k)vl(r,k). 

Kuroda8 derives a formula analogous to (3.25) for 
the case a == 0 which is correct only for 1 = O. How
ever, using the appropriate kernel for 1 7- 0, his argu
ment goes through. Since Vn (r) = V(r) for 0 -'S r -'S n, 
we readily obtain 

where the cnk can be chosen positive. 

Starting from (3.25) we derive 

lim (ii~ - u2 ) (r, k) = 0 uniformly in 0 -'S r < co 

(3.26) 

n'" 00 

and 0 < kl -'S k -'S k2 • 

Hence, by virtue of the asymptotic forms of ii~ and U2' 
and the periodic property of the sine function, we get 

lim {[sin[kr- il7T + (a/k)ln2kr- 02] 
n-+oo 1 

- cnksin[kr- "217T + (a/k)ln2kr- o~n = 0 

uniformly for aU rand 0 < kl -'S k -'S k 2 • This readily 
implies 

lim o~ (k) == o(k), lim cnk = I (3.27) 
n-+ 00 n--+ 00 

uniformly for 0 < kl -'S k -'S k 2 • Then (3.26), (3. 27) 
also show that 

(3.28) 

uniformly in r and in 0 < kl -'S k -'S k2 • 

Proof of (3.24): Kuroda8 states that (3.24) can be 
proved (when a = 0) using a standard argument. We 
have not been able to construct his argument, so we 
prove (3.24) directly. Let 

g=Fd, gEC~(O,CO)I 

and set (for the t -'7 - co case) 

hn (r) = (F~* e(o~-ol)F If) (r) 

roo n ( k) (o~-ol) (k) dk = Jo u 2 r, e g . 

From (3.27) and (3. 28),we have 

lim hn(r) =h(r) =J;u2(r,k)e i (02- 0
1
Jg(k)dk 

n"'oO 

uniformly in r E [0, co). Equations (3.21) and (3.22) 
guarantee the existence of an hi such that 

lim llhn - hill = o. 
n"'oO 

Equation (3.24) is readily established by showing that 
h = hi. 
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Proof of Theorem 2. 6(c): We first show that 

W±(H2,HD ) = W±(H2,H 1) W± (H l'HD ) 

-F* ±i(01- 02)F F* +io1F - 2 e 1 Ie 0 

=F~ e+io2FO' (3.29) 

To show (3.29), it is sufficient to show that P 1 
F 1 Fi acts as the identity in L2 (0, co). This follows 
since 

{u, W; (H I,HD ) W±(H l>HD ) v) = (u, v) 

= (e +i0 1 F ° u, e .i0 1 F ov) 

( 'io, F * +io ) = e ou,F 1F 1 e IFov 

and e'fio l Fo is onto L2(O,co). To show that 

S == W!(H2,HD )W_(H2,HD ) = F6 e it2 F2F~ei02 Fo 

=F6ei202Fo' (3.30) 

it is sufficient to show that F 2 F~ acts as the identity 
in L2(0,co) in (3.30). This follows from (3.29) and 
the fact that e fio 2 F ° is onto L2 (0, co) since 

(u, W: (H2,HD ) W± (H2,HD ) v) = (u, v) 

= (e'l'icS 2 F ou,e'l'icS2 Fov) 

= (e'l'icS 2 F Ou,F2F~ e'Fi02 F 0 v). 

APPENDIX A 

We give formal expreSSions in three- and one-dimen
sional form corresponding to those used in the text. 
A generalized Fourier transform in three dimensions 
we write as 

fi (q) = 1~i (x,q)f (x)dx, i = 0,1,2. (Al) 

Equation (AI) gives a mapping from £2 «(R3) onto the 
continuous spectrum subspace of Hi' In addition to 
the kernel <Pi(x,q) == <Pi (x,q),we also have the re
lated kernel ~i(x,-q) == <.Pi (x,q). These kernels have 
the expansions 

<.pi(x, q) = (kr)-1 

~ ·z 'fiol(k) z - A A 

X LJ Z e ut(r,k)YZm(q)Yzm(x). (A2) 
leO 

Iml < I 

T~e radial functions u i (r, k) have a phase shifted 
e,kr asymptotic part for i = 1, 2;for i = 0, 0b(k) = 0 
for aUl,oi(k) = argr[l + 1 + (ia/k)] with a = 
ele2m. <P6(x,Q) = (27T)-3/2 eiq,x,the kernel of the 
£ 2( (R3) Fourier transform, and 
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<1>i(x,q) = (21i)-3/2 eiq.x e-7fa / 2k 

x r(1 + iex/k) F(-iex/klll ikr - iq.x), (A3) 

where F is the confluent hypergeometric function. 
The asymptotic form of <1>i (x, q) is 

<P1(X,q) ~ <1>1. (x,q) + <1>1 (x,q), 
lonc sc 

Ir- q'xl---c> ro, 

(A4a) 

<1>1 (x,q) = {21i)-3/2 exp{i[q·x + ex log(kr-q'x)/kj} 
Inc 

X [1 + (ex/ik 2)(kr- q·x) + "'j, (A4b) 

<1>i (x,q) = (21i)-3/2(-ex/k)(kr- q'xt 1 r(1 + iex/k) 
sc 

X (r(l- iex/k»-l exp{i[kr- ex log(kr- q'x)/kj} 

= (21i)- 3/2 r- 1 exp{i [kr - ex log(2kr)/k]} fck ' 

(A4c) 
where cose = ij' x, x = q', and 

fCk (e) = (- ex/k) [2k sin2{e/2)j-1 exp{-i (ex/k) 

X log[sin2(e/2)j + 2ion 

= (- ex/k) {2k)-1 [(1- cose)/2j-1-ia/ k 

x exp{2io~) (A4d) 

is identified as the Coulomb scattering amplitude. 

As sesquilinear forms, the <1>1 (x, q) obey 

f~~ (x,q') <1>1 (x,q) dx = 0 (q' - q) 
00 

+ k- 2 6 (k' - k) ~ Y1m (ij) Yzm (q'). (A5) 
z~ 0 

I ml < z 

The time-independent operators of Eq. (2. 2) in three
dimensional form are 

(U±(Hl'HD)f) (x) = f <1>l{x,q) (j~o(x',q)f(x')dx') dq, 

(A6) 

(U:{Hl'HD)f) (x) = f <1>o{x,q) (j~i{x',q)f{x')dx') dq. 

(A7) 

Also in (2.3) we have 

(U JH2,H l)f)(x) = f <1>~ (x,q) (j~i (x' ,q)f (x') dx') dq 

(A8) 

(Ui(H 2,H1)f)(x) = f <1>i{x,q) <f <1>~{x' ,q)f{x/)dx') dq. 

(A9) 

Then with U±{H2,HD) = U±{H2,H1) U±{Hl>HD),we 
have 

(AI0) 

The S' operator of Theorem 1. 6 as a sesquilinear 
form in three-dimensions is 

(g,S' f) = (U+{H2,HD)g, U_{H2,HD)f) 

= jiio{q') (r4!2{X,q') <1>2 (x,q)dX) fo(q)dqdq'. 
(All) 

Taking into account (A2) we have the one-dimension
al form of (A6)-(A10) where we will suppress the I 
dependence: 

(U±{H1,HD )f)(r) = f;: e,io j(k)u1(r,k)(F of){k)dk 

== (Fre
TiOj Fof)(r), (A6') 

(Ui{Hl>HD )f)(r) = (F6 e ±iO j Ftf)(r), 

(U±{H2,H1)f)(r) = (F~eTi(02-6j) F1f) (r), 

(Ui (H 2,H l)f) (r) = (F! e,i(02-0j) F 2f) (r), 

{U ± (H2,HD)f) (r) = (F~ e'fi02 F of) (r). 

(A7') 

(A8') 

(A9') 

(AI0') 

Now returning to (All) we substitute the expansions 
of (A2) to obtain 

(g,S'f) = fg o {q')k-2 0{k'- k) 
00 

X z~ [e2i64lk>Yzm(q)Yzm{t]')]Jo{q)dqdq'. (AI2) 

Iml~z 

Using (A5) and 6 (E' - E) = (2k )-1 0 (k' - k), we then 
have 

(g,{S'- I)f) = fgo{q') [-21ii o{E' - E) 

x T{q', q; k = k')]f 0 (q) dq dq', (AI3) 

where the scattering amplitude fk (fr ij') is given by 
00 

fk(q'q') =-21i2 T{q',q;k = k') = {2ik)-1 ~ (21 + 1) 
z,;,o 

x {exp[2 io~ (k)] - I} Pz (q. ij'). (AI4) 

The scattering amplitude of (AI4) makes up part of a 
kernel of a sesquilinear form and, as such, is well 
defined. However, from a physical point of view, we 
are interested in its properties as a function of k and 
~. ~'. Unfortunately we have not been able to rigor
ously show that (AI4), in the case V = 0, agrees with 
(A4d). 

APPENDIX B 

We give a nonrigorous argument that indicates that 
the wave operators W±{Hj ,Hi) (i,j = 1,2) exist and 
are absolutely continuous complete under the assump
tion that V is spherically symmetric and satisfies 

1 V 1 ~ f{ (r- 2+< + r-l-E), € > O. 

We use a technique of Kuroda 12 which he success
fullJ:: used for the case V = O. By Kuroda's theorem 
for forms to show absolutely continuous completeness 
and existence of the wave operators, it is sufficient 
to show that 1 V 11/2 (H 1 - A) 1/2 is Hilbert-Schmidt 
for some A < inf (spectrum of HI)' Using the repre
sentation 

= lim ( t uzm(r){uzm,f){Am-A)-1/2 + J:-1 u 1{r,k) 

n"'OO m~O X (Ftf){k) (k2 -A)-1/2 dk), 

IE C~{O,ro), 
we have III V 11/2 {H 1 - A)-1/211~_s = S + I, where 

00 

S = ~ (u zn , I V I Uzn)(A n - A)-1, 
n~O 
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1= J: J; 1 V(r) 1 uI (r, k) (k2 - A)-ldkdr. 

Choosing A such that SUPP(An - A) < 1, we find the 
bound 

S:s 1: [(uln,r-2uln) + (uln,r-1uln)1 
n 

:s 1: [(21 + 1)-ln-3 + n- 21 < 00. 
n 

Using the more natural variables p = kr, we have 
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1 V(p/k) 1 :s /{ (k2-€p-2+€ + k1+€p-h), 

IV(p/k) l(k2 - A) k-1 

:s /{' k€ (1 + k)-1-2€ (1 + p)1-2€ p€-2. 

Recalling that 

u1(p,k) IT. cle iP pl+1F(l+ 1 + iO!/kI2Z+ 21- 2iP), 

where 

c1 IT. e- 1f U/2k 1 r (l + 1 + iO!/k) 1 
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If the above bound for u1 holds, then 9 < Cf.). 
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12 S. T. Kuroda,J. Math. Soc. Japan 11,247 (1959). 
13 S.T.Kuroda, J. Math. Soc. Japan 12,243 (1960). 
14 R. E. Edwards, Fourier Series (Holt, Reinhart, and Winston, New 

York, 1967), Vol. II. 
15 E. C. Titchmarsh, Eigenjunction Expansions Associated with 

Second Order Differential Equations (Oxford V.P.,New York, 
1962), Parts I and II. 

16 N. N. Lebedev, SPecial Func/ions and Theil' Applications (Prentice
Hall, New York, 1965). 

17 T. Ikebe, Arch. Ratl.Mech.Ana1.5,1 (1960). 
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It is shown that Weyl's geometry and an apparently similar geometry suggested by Lyra are special cases of 
manifolds with more general connections. The difference between the two geometries and their relationship 
with Riemannian geometry are clarified by giving a global formulation of Lyra's geometry. Finally the outline 
of a field theory based on the latter geometry is given. 

1. INTRODUCTION 

Shortly after Einstein's general theory of relativity 
WeyP suggested the first so-called unified field 
theory based on a generalization of Riemannian geo
metry. In retrospect, it would seem more appropri
ate to call Weyl's theory a geometrized theory of 
gravitation and electromagnetism (just as the general 
theory was a geometrized theory of gravitation only), 
rather than a unified field theory. It is not quite 
clear to what extent the two fields have been unified, 
even though they acquire (different) geometrical sig
nificances in the same geometry. The theory was 
never taken seriously because it was based on the 
concept of nonintegrability of length transfer, and, as 
pointed out by Einstein, this implies that spectral 
frequencies of atoms depend on their past histories 
and therefore have no absolute significance. Never-
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theless, Weyl's geometry provides an interesting 
example of non-Riemannian connections, and recently 
Folland2 has given a global formulation of Weyl 
manifolds thereby clarifying considerably many of 
Weyl's basic ideas. 

In 1951 Lyra3 suggested a modification of Rieman
nian geometry which bears a remarkable resemb
lance to Weyl's geometry. But in Lyra's geometry, 
unlike Weyl' s, the connection is metric preserving 
as in Riemannian geometry; in other wordS, length 
transfers are integrable. Lyra also introduced the 
notion of a gauge and in the "normal" gauge the cur
vature scalar is identical to that of Weyl. It is thus 
possible4 to construct a geometrized theory of gravi
tation and electromagnetism much along the lines 
of Weyl's "unified" field theory without, however, 
the inconvenience of nonintegrable length transfer. 
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manifolds thereby clarifying considerably many of 
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The original formulation by Lyra was couched in 
local coordinates (or rather what Lyra termed "ref
erence systems") and thus the geometric signifi
cance of his definition of connection was somewhat 
unclear. In this paper we shall give an invariant for
mulation of Lyra manifolds and show how both the 
Weyl and Lyra manifolds can be regarded as special 
cases of manifolds with more general connections. 
We believe that we have thus clarified to a great 
extent the essential difference between the two 
geometries and their relationship with Riemannian 
geometry. 

2. LINEARLY CONNECTED MANIFOLDS 

M will always denote an n-dimensional COO manifold, 
Tm (M) the tangent space to M at m E M, ~(M) the ring 
of COO functions on M, X(M) the Lie algebra of COO 
vector fields on M, and AI(M) the ~(M)-module of COO 
I-forms on M. 

We shall suppose that M is endowed with a nonsingu
lar metric, that is, a second-order symmetric cova
riant tensor field g such that, at every point m E M, 
the induced form gm on T m(M) x T m(M) is nondegen
erate. 

Recall that a linear connection 'V on M is a mapping 
'V: X(M) x X(M) -7 X(M), written (X, Y) -7 'VxY, such 
that (i) '\j.x+g'Y(Z) = /''VxZ + g·'VyZ, (ii) 'Vx(y + Z) 
= 'VxY + 'VxZ, (iii) 'Vx(f'Y) =X(f)Y + fVxY for all 
f,g E ~(M),X, Y, Z E X(M). 

The torsion of 'V is the mapping Tor'V : X(M) x X(M) 
-1 X(M), given by Tor" (X, Y) = 'VxY - 'VyX - [X, Y]. A 
connection 'Venables one to define a general cova
riant derivative of any tensor field with respect to a 
vector field Z, which preserves tensor types. For 
example, 'Vzg is again a second-order covariant ten
sor field such that 

'Vzg(X, Y) = Z(g(X, Y» - g(VzX, Y) - g('VzY, X) 

for all X, Y E X(M). 

We begin with a general result regarding connec
tions. 5 

Propos ition 1: Let A and B be covariant tensor 
fields on M such that (i) (Z,X, Y) -7A(Z,X, Y) E 

~(M) is symmetric and (ii) (X, Y) -7 B(X, Y) E X(M) 
is antisymmetric, in (X, Y). Then there exists a 
unique connection 'V on M such that 

'Vzg(X, Y) = A(Z,X, Y), 

Tor,,{X, Y) = B (X, Y) 

for all X, Y, Z E X(JVI). 

Proof: (2.1) implies 

(2.1) 

g(VzX, Y) = Z(g(X, Y» - A(Z,X, Y) - g(B(Z, Y),X) 

-g([Z, Y),X) -g(vyZ,X). (2.2) 

Let (2. 2') and (2. 2") denote the two more equations 
obtained by cyclic permutation of X, Y, and Z in (2.2). 
If we add (2.2') and (2.2"), and subtract (2.2), we get 

2g(vxY, Z) =X(g(Y, Z» + Y(g(Z,X)) - Z(g(X, Y)) 

-A(X, Y,Z) -A(Y, Z,X) + A(Z,X, Y) 

-g(B(X, Z), Y) -g(B( Y,X), Z) 

+ g(B(Z, Y),X) - g([X, Z], y) (2.3) 

_g([Y,X],Z) + g([Z, Y],X). 

Since g is nonsingular, this defines 'VxY uniquely. 
Conversely 'V, defined by (2.3), satisfies (2.1). QED 

A connection 'V is said to be metric preserving or to 
have integrable length transfer in the case A = O-Le. 
'V xg = 0 for all X E X(M}--and torsion free in the case 
B = O-Le., Tor" == O. 

The special case of A = B = 0 is the Riemannian one; 
that is, a Riemannian connection is both torsion free 
and one for which length transfer is integrable. 

In local coordinates (x a), let {ea = a/ax a} 
(ex = 1, ... , n) be the associated coordinate vector 
fields. The Coofunctions r~13 (components of affine 
connection), defined by 'Ve13 ea = rl&l3ell' are then, in the 
Riemannian case, simply the Christoffel symbols 
{:B} constructed from the components of the metric 
tensor gaB = g(ea, eB). This is easily seen by putting 
A = B = 0, X = ecx' Y = e13 , Z = ey in (2.3) and noting 
that all Lie brackets vanish. 

3. WEYL AND LYRA MANIFOLDS 

A. Weyl Manifold 

A Weyl manifold M (with metric g) is characterized 
by a I-form </> E A1(M) and the Weyl connection is a 
special case of (2.1) with 

A(Z,X, Y) = - </>(Z)'g(X, Y), 

B{X, Y) = O. 
(3. 1) 

The Weyl connection is thus torsion free but not met
ric preserving. 

Proposition 2: In local coordinates the Weyl con
nection components are given by 

rl&B = {'t,B} + t(OI&</>B + o~</>a -gaB<j>Il), 

where epa = ep(ea) and epll = gIJCX</>cx' 

(3.2) 

Proof: This is easily seen by substituting (3. 1) in 
(2.3) and putting X = ea , Y == eB, Z = ey- QED 

The Weyl contracted curvature scalar computed 
from (3.2) is 

K = R + .! (n - 2)(n - 1) epaepa + (n - 1) </>f'a, (3.3) 

where R is the Riemannian curvature scalar and 
</>~a the Riemannian covariant divergence of </>a. 

We recapitulate briefly Weyl's concept of gauge and 
length transfer as formulated by Folland. 2 We have 
seen that a Weyl manifold is specified by a metric g 
and a I-form cpo Consider now the equivalence class 
{g} of metrics strictly conformal to g, Le.,g' E {g} 
iff g' = eAg, A E ~(M). Each A determines a gauge on 
the Weyl manifold and the I-form cp determines a 
Weyl structure, namely, a mapping F: {g} -7 AI(M), as 
follows: F(eAg) = ep - dA. Under a gauge transforma
tion g --7 g' = eAg, we have cp -7 cp' = cp - dA. 

A Weyl structure enables one to define the concept of 
length transfer as follows. Let y: [0, 1] -7 M be a 
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curve with y(O) = p, y(l) = q and g' E {g}. Then 
Folland has shown that 

the (Weyl) parallel translate of (gl)p along y to q 

= exp 41Y*(F(gl)))g~. (3.4) 

The length transfer is independent of gauge in the 
following sense: If gil, g' E {g} agree at p, then their 
parallel translates along y agree at q. Thus, although 
the length transfer depends on the path joining p to q, 
it is possible to compare lengths of (parallel) vector 
fields at p and q. 

If M is simply connected, then the length transfer is 
independent of path, that is to say, integrable if and 
only if the length curvature n = -dcp vanishes (e.g., if 
cp is exact). 

B. Lyra Manifold 

A Lyra manifold is also characterized by a I-form cp, 
but the Lyra connection is a special case of (2.1) with 

A(Z,X, Y) = 0, 

B(X, Y) = -Hcp(Y)X - cp(X)Yl. 
(3.5) 

The Lyra connection is thus metric preserving but 
not torsion free. 6 From (3.5) and (2.3) we have, for 
the Lyra connection, 

2g(Y'xY, Z) = X(g(Y, Z)) + Y(g(Z,X)) - Z(g(X, Y)) 

-g([X,Z), Y) -g([Y,X),Z) + g([Z, Y],X) 

- cp(Z)g(X, Y) + cp(Y)g(X, Z). (3.6) 

The notion of gauge and" reference systems" intro
duced by Lyra can be made more precise as follows. 
By a local reference system on M we shall mean a 
triple (Vi' tfJi,fi), where Vi is a coordinate neighborhood 
of M, tfJi the associated coordinate may [{(Vi' tfJi)} 
being an atlas of M], anctfi: Vi -'> lR - to} a (nonzero) 
Coo function on Vi' The n coordinates (x?) together 
with the gauge function x? = 1; 0 tfJ? characterize the 
local reference system ( = coordinate system + 
gauge) in local coordinates. We shall therefore de
note a local reference system also by (x o; xa). A 
local reference system induces a natural bas is 
{ea(m) = [(xOpa/axa)m} in Tm(M) at mE Vi and a 
corresponding set of reference vector fields 
{e

a 
= (xOr1a/ax a }. Let (~', tfJ;,t;) be another local 

reference system such that Vi n ~' '" cpo Then under a 
transformation of local reference systems (x O; x a) -'> 

(XOI; X al), the reference vector fields transform as 
follows: 

(3.7) 

where It = xO' /xo and A~I = axa/a;..a'. Consequently, 
the components of a vector field X in local reference 
systems transform as follows (X = Xaea ): 

(3.8) 

It should be noted that the Lie Brackets of the ref
erence vector fields do not vanish; instead, we have 

[ea, ca] = ~ (61&¢e - 6~¢a)e/l' 

where ¢a =- 2oa(I/xO). 
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(3.9) 

TJle natural basis [dual to {ea(m)}) in T~(iW) is 
{ea(m) = (xOdxa)m}; and hence, if we denote the com
ponents of the metric tensor g, in a local reference 
system, by g~s = g(ea' es), the classical metric form 
is given by ds 2 = (xO)2gasdxadxs. Denote the com
ponents of the Lyra connection Y' in a local reference ° - - --system (x ;xa) by rJt,B' i.e., Y'e ea = r~Se/l' We now 
show that Y' is indeed the conn~ction used by Lyra in 
a local reference system. 

Proposition 3: In a local reference system the 
Lyra connection components are given by7 

r~i3 = (i/xO) {1&B} + ~ (6~CPa - ga6cpll), 

where 
CPa = cp(ea) + ¢a 

and 

(3.10) 

(3. 11) 

Proof: Put X = ea, Y = e/3' Z = ?!y in (3.6). Then, 
using (3.9), we get 

2r~ag~y = (i/xO) (oag/3y + 0/3gya - 0ygaB) 

+ (cp(ee,) + ¢s}gay - (cp(ey ) + ¢y)gaB' 

which implies (3.10), in view of (3.11). QED 

Note that, according to (3.11), the CPa do not transform 
as covariant vector field components under a transfor
mation of local reference systems, i.e., as in (3.7). 
From (3. 11) it is easily seen that the transformation 
formula for CPa is precisely the one given by Lyra: 

(3. 12) 

Note also that, if cp is exact, there exists a local ref
erence system in which CPa = O. 

It is now simple to derive the transformation formula 
for f~B' as given by Lyra, from fi&,s,e/l' = Y'. leal = 
Y' 1t-1Aa B 

A-1 A~, es alea' 

The Lyra contracted curvature scalar computed from 
(3.10) is 

K = R/(xO)2 + i (n - 2) (n -1) cpa(cpa + cPa) 

+ [(n -l)/xO]CP~a' (3.13) 

which reduces to the Weyl curvature scalar (3.3), if 
we choose the "normaf' gauge xO = 1. 

A geodesic of the metrical connection is an extremal 
curve x II = X II (t) given by 

J J (, 0 2 dxll dXA)1I2 
6 ds = 6 ,(x) gil A ([t dI dt = O. (3.14) 

The Euler-Lagrange equations for the geodesics turn 
outS to be (taking t = s) 

d2xII {}dxadxB xO 0 0 0 

-- + f1 - - + - (l5~cpa + I5gsCP~ - gaacpfJ) 
ds 2 aB ds ds 2 ~" ~ " 

dx a dx B 
X--=O. (3.15) 

ds ds 

On the other hand, in view of (3.10), the autoparallel 
curves are given by 



                                                                                                                                    

ON WEYL AND LYRA MANIFOLDS 993 

Thus, in Lyra's geometry, in contrast to the situation 
in the Riemannian case, the autoparallels associated 
with the affine connection do not coincide with the 
geodesics which arise from the metric. 

4. A GEOMETRIZED FIELD THEORY 

It is now possible to construct a unified field theory 
in the framework of Lyra's geometry with almost 
identical results as in Weyl's theory. We present 
here only a brief outline of the theory and refer to 
Refs. 4,9, and 10 for details. 

A variational principle for the field equations in 
Lyra's geometry would have the form 

(4.1) 

where W is an absolute scalar function of gJ.L A and rJ>J.L' 
whose explicit form shall be considered later. If we 
express (4.1) in the form 

then the field equations are 

'W aB = 0 l. 
'W a = 0 \ 

(4.2) 

(4.3) 

• Supported in part by the National Research Council of Canada. 
1 H. Weyl, S.-B. Preuss. Akad. Wiss., Berlin, 465 (1918). 
2 G. Folland, J. Diff. Geom. 4,145 (1970). 
3 G. Lyra, Math. Z. 54, 52 (1951); E. Scheibe, Math. Z. 57, 65 (1952). 
4 D. K. Sen, thesis (University of Paris, 1958). 
5 N. J. Hicks, Notes on Differential Geometry, Van Nostrand Mathe

matical Studies # 3 (Van Nostrand, Princeton, N.J., 1965), p. 104. 
6 It is interesting to note that Schriidinger l Space-Time Structure 

(Cambridge U.P., Cambridge, 1954), p. 61 considered the case of a 
nonsymmetric but metric preserving connection r';.8 (in local 

The invariance of the action integral under both gauge 
and coordinate transformations (Le., transformations 
of reference systems) implies two sets of identities 

'WKa + ~rJ>Baa'Wa ~ ~'WafaB = O·} , 

oa'Wa + 'W~ + ~'WarJ>a= 0 

where faB = 0BrJ>a - 0arJ>B' 

A simple choice for W is to consider 

oj (K ~ Q'<PJ.LAcI>J.LA).J -g dv == 0, 

where 

cI>J.L,\ == (1/XO).~A - t (~J.Lrf>A - ~ArJ>J.L) 

(4.4) 

(4.5) 

(4.6) 

is the basic second order antisymmetric tensor in the 
theory and Q' a constant. The field equations take the 
following form in the normal gauge XO == 1: 

Rab ~ ~gaBR + ~ (ParJ>B - ~gaBrJ>J.LrJ>J.L + 811~EaB = 0 t ' 
[o(fall.J -g)/.J -g axB] + 4a rJ>a = 0(4.7) 

where E~ =fBviav- t O~fJ.LAfJ.LA. Apart from constant 
factors and a cosmological term, these equations are 
identical with Weyl's field equations. 

Thus a geometrized field theory based on Lyra's 
geometry has all the essential features of Weyl's 
theory without, however, its primary defect. 
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The perturbation series for the statistical operators of quantum statistical mechanics developed earlier is 
applied to provide a perturbation theory for the grand canonical Gibbs states of a self-interacting fermion sys
tem. Explicit formulas for an interaction Hamiltonian which is a polynomial in creation-annihilation operators 
are provided. 

INTRODUCTION 
The equilibrium (quantum) statistical mechanics of 
infinite systems has received a great deal of attention 
recently. Nevertheless, due to the complexity of the 
mathematical setup involved, the majority of the re
sults derived in this context are qualitative and gener
al. Detailed investigations of specific (continuous) 
systems are still scarce. 
It seems plausible that for general types of interac
tions the quantities of interest will be nearly impos
sible to calculate accurately. Accordingly the follow
ing approach to deriving apDroximate expressions 

would appear reasonable. In the first place the infi
nite system of interest can be approximated by a sys
tem contained in a finite (Le., compact) volume if the 
thermodynamic limit makes sense. This reduction 
does not really run counter to the recent trend of con
centrating interest on infinite systems; rather, it 
would aim to make full use of the existence of such an 
idealization and all the conclusions drawn from it, 
while at the same time providing approximate calcul
able information about it. In the C*-algebra frame
work this amounts to examining the locally normal 
states locally. 
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It is now possible to construct a unified field theory 
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(4.1) 
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(4.3) 
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In the perturbation set up of interest to us, the dyna
mical behavior is described in terms of an unperturb
ed local Hamiltonian H and a local perturbation P. 
The corresponding local states are characterized 
by their statistical oberators SP({3) = exp[- (3(H 
+ P)], {3 > O. In a recent paperl we developed a per
turbation theory for the semigroup (3 -7 SP({3) which 
expresses SP ((3) as a trace norm convergent per
turbation series in terms of S({3) = exp(- (3H) and 
powers of P for suitably restricted perturbations p. 

In this paper we wish to make use of this perturba
tion series for the statistical operator and to develop 
a corresponding expansion for the correlation func
tions, i.e., the local state specified by the statistical 
operator. 

Thus we are concerned with a system of self-inter
acting fermions in a finite volume described in terms 
of the grand canonical formalism. To avoid bulk and 
to simplify the structure of the expansion we assume 
the interaction is a polynomial in the creation and 
annihilation operators. The road to generalization 
from there is obvious. Besides the above series 
development for S1S({3), the second essential ingredient 
of the present perturbation theory is a knowledge of 
the unperturbed Gibbs state to which the perturbed 
Gibbs state is reduced. 

OUTLINE 

Section 1 sets the stage by specifying a test function 
space and providing a description of the Fock and 
anti-Fock representations of the canonical anti
commutation relations in terms of the exterior alge
bra of the test function space. This way of looking at 
these two representations is natural in connection 
with the examination of their relation to the fermion 
C * -Clifford algebra. In explicit terms, the left and 
right regular representations of the latter are unita
rily equivalent to simple tensor product constructions 
of the former. The quasifree representations of the 
C*-Clifford algebra can then be studied from both of 
these starting points. 

In Sec. 2 the unperturbed statistical semigroup is 
specified in terms of the second quantization of the 
usual free single particle Hamiltonian. A review of 
properties of the associated Gibbs states is followed 
by an examination of the unitary equivalences or 
quasi-equivalences existing between such states and 
the Fock or Central states. 

Section 3, finally, deals with the perturbation of these 
Gibbs states. In particular, the reduction of the per
turbed Gibbs state to a series of terms each involving 
only the unperturbed Gibbs state is carried out. Then 
the individual series terms are analyzed and calcula
ted as far as possible. The results are summarized 
in formula (36) of Theorem 3. 1. It is clear from 
formula (36") that further development depends on a 
specialization of the interaction. 

1. PRELIMINARIES 

A. Test Functions 

Let '1' be a separable complex (H)-space with typical 
scalars a, b, •.• and elements f,g, •••• The inner pro
ductf,g --1 (j\g) is (>linear tnf. If (ek)kcK is a com
plex orthonormal base (CONB) of '1', let (e;)k<K be 
the dual base of the dual (H)-space '1'*. For f E T, 
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f* denotes the element of '1'* given by 'I :3 g -7 (g If). 
With (f*lg*) = <JIg), the mapf--1 f* is the standard 
anti-unitary isomorphism of '1' with '1'*. We assume 
that the index set K is totally ordered by a relation 
<. 
In some of our applications, the following concrete 
spaces are relevant: Given a point serving as coordin
ate origin any v-dimensional real affine space looks 
like lR u

• With lR+: = {~ E lR I ~ > O} and b E lR~, the 
setB: = {x E lRvlo:::; ~p < bp' 1:::; p:::; v} is the box 

(cornered at the origin) with diagonal b. Its volume 
is IBI: =Ilbp > O. 

Let Z: = {a, ± 1, ± 2, ... } with 0«-1 )<1 «-2)<'" as 
a possible total ordering. If bZv: {bm I bm = 
(bpmphsl'sv, bp E b, mp E Z}, the periodic box with 
diagona l b, Bp is defined as the quotient group lR v / b 'lY • 
If I-L is Lebesgue measure on lR v, I-LB('): = I-L(B n .) is 
the induced measure on B while I-LB is Haar measure 
on Bp normalized to I B I =: I Bp I. p Then 'I B: = 
L~(lRv, I-LB) is clearly isomorphic to L~(Bp, I-LBp) by the 

map which takes a function (class) of 'IB , restricts to 
B, extends periodically, and then factors by b zv . 
KB : = (21T/b)ZV can be totally ordered via the lexico
graphic ordering induced by < on Z. For k E KB , 

ef(x): = I B 1-112 exp(ik'x) provides a CONB (eihE'J{B 

of'IB • In case band B remain fixed, the super and 
subscripts B will usually be suppressed. 

B. Fock and. Anti-Fock Representation of the 
Canonical Anticommutation Relations (CAR) 

We choose to view the Fock and anti-Fock construc
tions as analytic completions of algebraic construc
tions which are easily described in terms of exterior 
algebra. 

Given 'I, (ekhEK as in Sec.1A let A '1' = m~oAm'I be 
the exterior algebra of 'I. In this direct sum A 0'1' ~ 
C'1 AT, A 1'1' ~ 'I, and A m'1' is the mth exterior power 
of 'I for m 2: 2 which is spanned by decomposable 
vectorsA /\f2 /\ ... /\fm' whereAJ2 , ••• ,1m are in 'I. 

The assignment 

(f1 /\12/\ "·/\fm lg 1 /\g2/\·" /\gn): 

_ {D, m '" n 
- det(filgi»)lsism' m = n 

, l:5j:Sn 

extends uniquely to an inner product on A'1' which 
gives it a (Hausdorff) pre-Hilbert space structure. 
Its (H)-space completion A'I is the (H)-space direct 
sum of the completions Am'1 of Am'I and is called 
the Fock space over '1. 

(1) 

ff n = (kv "., k r ) with k1 < ... < kr any finite subset 
of K define e : = /\ e k = e k 1\ ••• /\ e k . The 

n kEn 1 r 

corresp0l!~l.ing collection (en)ncK, finite yields a 
CONB of A'1. 

For f E '1, the linear operator on A'I: A /\ ... /\fm-7 
f /\ f1 /\ ... /\ f m exten~ continuously to a linear 
operator c(f) E <Boo(AT'). These "creation operators" 
are linear in f and satisfy the CAR: 

c(t )c(g) + c(g)c(f) = 0, 

c(f)c(g)+ + c(g)+c(f) = <1 \g)'l 
(2) 
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and the Fock condition: c(f) +1 ::: 0, V IE 'I'. 

The Fock algebra over 'I' is the C*-subalgebra 5'('I') 
of (\)oo(A'I') with 1 generated by the operators c(f) for 
I E 'I'. It is irreducible, simple, antiliminary, and 
uniformly hyperfinite of type 2n. All of its *-repre
sentations are isometric.2 - 4 

If u is an element of the unitary group <tl('I') of 'I', the 
map 11 1\ ••• 1\ 1m -' ul1 1\ ••• 1\ ul m extends uniquely 
to an automorphism Au of A'I'. Since it is isometric 
and has the isometric inverse Au- 1, Au extends by 
continuity to a unitary operator Au E 'U(An. u ---'> Au 
is a strongly continuous representation of 'U('I') in 
'U(A'I'). Hence, if h is self-adjoint on 'I', the corres
ponding unitary group R :3 t --'> exp(- ith) maps into 
R :3 t ---'> A exp(- ilh): = exp(- itd7l.h). dA is the 
second quantization map for single particle observ
ables. 2 Note that 

c(ul) = (Au)· c(f)-(A u)-1. (3) 

If 'I' is interchanged with its dual 'I'* the same con
struct~n leads to the exterior algebra A'I'*, the (H)
space A'I'* and the Fock-algebra 5'('I'*) over 'I'*. The 
anti -unitary map 'I':3 I ---'> 1* E 'I'* sends the basis 
(ekhEK into the dual basis (el)kEK and extends uniquely 
to a conjugate linear anti-isomorphism of A"t and A'I'* 
which sends 11 1\ •.• 1\ I m to (f1 1\ .•• 1\ 1m) * = 
l':n 1\ ••• 1\ Pt. This anti-isomorphism in turn extends 
to the anti-unitary map J from A'I' onto A'I'*. Thus 
A'I'* is canonically identified with the dual of ii'I', and 
with e:: = (e n) * = Je n the collecti~n (e :)nEK,finite is 
the dual basis of (en)nEK,f:inite for A'I'. 

With the aid of * the creation operators over 'I'*, c(f*) 
can be "pulled back" to 'I' by means of the definition 
d(f) : = c(f *)+. Then 'I' '" I ---'> d(f) E (\)",,(71.'I'*) is c
linear and satisfies the CAR: 

d(f)·d(g) + d(g)·d(f) = 0, 

d(f)·d(g)+ + d(g)+·d(j) = <flg)1 (4) 

together with the anti - Fock condition d(f) 1 = ° for 
I E 'I'. This condition leads to the interpretation of 
d(f) as the "destruction operator" corresponding to 
I E'I' just as c(f) was the creation operator for I E'I'. 

The anti - Fock algebra over 'I', which is 5' *('I'), is de
fined to be the Fock-algebra over 'I'*: 5'*('I') = 5'('I'*). 
We refer to the maps I ---'> c(f) resp.I ---'> d(f) as the 
Fock-resp. anti-Fock-representation of the CAR over 
'I'. 

We note that d(f) = J 0 c(f)+ 0 J-1 and d(f)+ = J 0 c(f) 
o J-1. 

C. Relation between the Fock and Clifford Algebra 
Constructions 

In Ref. 2 Shale and Stinespring realized the Fock re
presentation over 'I' as the holomorphic spinor repre
sentation of the Clifford-algebra over 'I'. Looking at 
what one might call the antiholomorphic spinor repre
sentation, one finds that the anti-Fock representation 
is just as much buried in the Clifford algebra con
struction. In a sense nothing else is. We outline with
out proof (to be given elsewhere) how the Clifford 
algebra construction is spatially isomorphic to a ten
sor product construction involving the Fock and anti
Fock constructions. Apart from this we wish to estab
lish our notation. 

Given the complex (H)-space 'I', let 'I'r be the under
lying real space, i.e., the real vector space obtained 
from 'I' by restricting the scalars to R together with 
the inner product I, g---'> Re<f Ig). The complexifica
tion C ® Il 'I'r is a complex (H) space in a natural way 
as is 'I' EEl 'I'*. The map 'I' EEl 'I'*:3 I EEl g* ---'> (1/v'2) 
(1 ® 1- i ® il) + (1/v'2)(1 ® g - i ® ig) E C ® l{'I'r ex
tends by linearity to a unitary isomorphism of the (H)
spaces involved. Under this isomorphism the anti
unitary map z ® I --'> Z ® I on C ® ,,'I'r goes over into 
I EEl g* ---'> g EEl I * == (f EEl g*) * on 'I' EEl 'I'*. 

The real symmetric bilinear form 11'/2 ---'> Re( 11 1/ 2) 

on 'I'r has a complexification which under this iso
morphism corresponds to the complex symmetric 
bilinear form 11 EEl gr, 12 EEl g; ---'> U1 EEl gr I (f2 EEl g;) *) 
on 'I'EEl 'I'*. When conSidering 'I'r' C 0 k'I'r' or'I'EEl 
'I'* for the purposes of constructing their Clifford 
algebras we shall take them to be equipped with these 
symmetric bilinear forms (equivalently, the associated 
quadratic forms). 

If Co denotes the Clifford functor, it is seen that 
Co(C ® R'I'r) is canonically isomorphic as a complex 
algebra to the complexification C ® xCO('I'r) of CO('I'r)' 
By the above discussion they are clearly also natur
ally isomorphic to Co('I' EEl 'I'*). 

The anti-unitary maps on C ® J<'I'r and 'I' EEl 'I'* men
tioned above extend uniquely to involutions on 
Co(C ® R'I'r) and Co('I' EEl 'I'*), respectively, which cor
respond to each other under this isomorphism. They 
will be denoted by * and make Co(C ® x'I'r) and 
Co('I' EEl 'I'*) into *-algebras. 

If Eo is the unique central state on Co('I' EEl 'I'*), then 
F, G ---'> (F I G) : = E o(FG*) is an inner product on 
Co('I' EEl 'I'*). Let C2('I' EEl 'I'*) be its (H)-space comple
tion. Then the left and right regular representations 
of Co('T EEl 'I'*) extend continuously to faithful *-repre
sentations Land R of Co('I' EEl 'I'*) in CB(C2('I' EEl 'I'*» 
such that for F, G E Co('I' EEl 'I'*), L( F)G = F'G = 
R(G)F. 

By setting IIFII 00: = IIL( F) II, the operator bound of 
L( F), Co('I' EEl 'I'*) is a normed *-algebra with a C*
completion C('I' EEl 'I'*)-the C*-Clifford algebra of 'I'. 

Multiplication by - 1 on 'I' EEl 'I'* extends uniquely to 
the automorphism Co(- 1) of Co('I' EEl 'I'*) and by con
tinuity to the unitary C2(- 1) on C2('J' EEl 'I'*). 

Propos ilion I. I: There exists a unique linear bi
jection of Co('I' EEl 'I'*) onto A(n ® A('I'*) such that for 
Ii EEl g7 E 'I' EEl 'I'* with 1 s: i s: m, 

m 
.n (f,. EEl g*,.) is sent to 
t=1 

(n1{[c(f;) + c(g)+] ® 1 + 1\(-1) 

x ® [d(f;} + d(g;l+]}) (1 ® 1). 

( 5) 

This vector space isomorphism is isometric and 
hence extends uniquely to a unitary isomorphism of 
C2('J' EEl 'I'*) with the (H)-space tensor product A(n 0" 
A('I'*). 

Under this (H)-space isomorphism various maps of 
interest correspond to each other as follows: For 
/, g E 'J': 
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~ c(f) ® 1 + A(- 1) ® d(f), 

~ c(g)+ ® 1 + A(- 1) ® d(g)+, 

L(f) 

L(g*) 

R(f) ~ c(f)· A(- 1) ® A(- 1) + 1 ® A(- 1)' d(f}, (6) 

R(g*) ~ A(- 1)· c(g)+ ® A(- 1) + 1 ® d(g)+· A(- 1), 

C2(- 1) ~ A(- 1) ® A(- 1), 

* ~7T120(*®(*)-1), 

wh~re 7T12Jlermutes the factors of A('l') &; A('l'*), and 
*: A('l') ~ A('l'*) is the canonical anti-unitary map 
extending the antilinear anti-automorphism of A('l') 
onto A( 'l'*) generated by *: 'l' ~ 'l'*. 

We note that the anticommutation relations for L read 
as 

L(f1 EEl gn·L(f2 EElg;) + L(f2 EEl g;)'L(f1 EElgr) 

= 2<11 EElgrl(f2 EElg;)*)·1. (7) 

D. Quasifree Representations 

If T is a complex linear operator on 'l'with-1sTs1, 
then T± = [~(1 ± T)]1/2 are well-defined nonnegative 
operators such that T} + T~ = 1 and T} - T~ = T. 

Proposition 1.2: For f E 'l' C 'l' EEl 'l'* put 

FT(f) = L«1//2)(T+ + TJf) 

+ R«1/v'2)(T+ - TJf)· C2(- 1) (8) 
and 

GT(f) = R«1/v'2)(T+ + TJf) 

- L«1/{2)(T+ - TJf)· C2(- 1). (8') 

Thenf ~ FT(f) andf~ GT(f) generate two mutually 
commutative representations of the C*-Clifford 
algebra of 'l' on C2('l' EEl 'l'*). 

Under the isomorphism of Proposition 1. 1 these maps 
transform as 

FT(f) = F1(TJ) + E 1(TJ) 

~v'2c(TJ) ® 1 + v'2A(-1) ®d(TJ), (9) 

GT(f) = F1(T-f)'C2(-1) + C2(-1)'F_ 1(T+f} 

~/2C(TJ)' A(- 1) ® A(- 1) 

+ v'21 ® A(- 1)·d(TJ). (9 ') 

Remark: The FT above is essentially the FT of 
Shale and Stinespring. The commutativity of FT and 
GT follows directly from that of Rand L. The equi
valences with the tensor product forms follow from 
the table of equivalences given in Proposition 1. 1. In 
this form such representations are well known. 4 ,5 We 
are interested in detailing the unitary equivalence 
which shows how they arise in the C*-Clifford algebra 
framework. 

The formula Fl(f) ~ FlU) ® 1 = {2c(f) ® 1 [resp. 
F_l(f) ~ A(-1) ®F_l(f) = A(-1) ®~2d(f)] shows 
how F1 is a direct sum of Fock representations (resp. 
F_l a_direct sum of anti-Fock representations). Note 
that Fl represents the C*-Clifford algebra while c = 
(1//2) Fl represents the CAR on A'l'. The basic anti
commutators differ by a factor of 2. 

Finally the formula L ~ c ® 1 + A(- 1) ® d shows how 
c and d are the essential ingredients in the construc-
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tion of (the regular representation of) the C*-Clifford 
algebra. In this sense c and d are buried in C('l' EEl 'l'*) 
and essentially nothing else is. 

2. UNPERTURBED SITUATION 

A. Unperturbed Gibbs Semigroup 

Let {3 E R+ have the interpretation of an inverse tem
perature. Fr·om now on we assume given a self
adjoint linear operator h with domain ~h C 'l' (the 
single particle Hamiltonian with the chemical potential 
subtracted) which generates a Gibbs semigroup on 'l'. 
By definition this means that the semigroup R+ :3 (3 --) 
exp(- (3h) has exp(- (3h) E <B1(n, the set of traceclass 
operators on 'l', for all {3 E R+.1 Clearly there then 
exists a CONB (e k) kEK of 'l' consisting of eigenvectors 
of h :he k = Ekek , k E K. Also T/3e k = ta kek for k E K, 
(3 E R+ with To = tanh(~{3h) and t/3.k = tanh(~{3Ek)' 

According to PropOSition 3 of Ref. 2 exp(- (3h) is in 
<B 1 ('l') if ~nd only if 1 ~ T/3 is and also if and ~nly if 
exp(- (3dAh) is in <B 1(An. If we write H = dAh f~r 
the second quantized Hamiltonian on Fock space A'l' 
corresponding to h on 'l', then (3 --) exp(- (3h) is a Gibbs 
semigroup precisely if (3 --) S({3) = exp(- (3H) is one. 
Furthermore, if F1 is as in the remark following Pro
pOSition 1. 2, the generating functional Ex of Fx is 

/3 /3 
equal to the grand canonical expectation value: L E 

C('l' EEl 'l'*), 

Tr- [F (L)· exp(- (3H)] 
E (L) = (E (L)111) = A'f 1 • (10) 

T/3 T/3 Tri\'f[ l' exp( - (3H)] 

As F T is cyclic with cyclic vector 1 it is the GNS 
/3 

representation of Ex .Ex is the Gibbs state oj tem-
/3 /3 

perature (3 -1 on C('l' EEl 'l'*) corresponding to the single 
particle Hamiltonian h on 'l'. 

Whenever it is convenient we put 

_ _ Tri\'f[A exp(- (3H)] 
Ex (A) = (Fx (Fl- 1(A»111) = T [1 ({3H)] B B ri\'f . exp -

for A E 3'('l'), the Fock algebra of 'l', so that 

ET (Fl(L» = ET (L). 
/3 B 

B. Some Properties of the Gibbs States 

(10') 

It was shown in Ref. 2 that ET is concentrated on the 
i3 

real (commutative) subalgebra of C('l' EEl 'l'*) which is 
generated by 1 and s k = 1 - e k • e~ = e~e k - 1 for all 
k E K. 

LetD.=f1kEK{1,-1} be the product of IKI many 
copies of the discrete two point space {1, - 1} with 
the product topology and the usual Borel structure. 
If /::"0 is the subset of those Y = (YkhEK E /::,. with only 
finitely many Yk = - 1, then there is a unique discrete 
probability measure iJ.a concentrated on D.o which 
assigns the weight f1kEKi(1 + Ykt/3.k) to Y = (YkhEK E 

D.o' iJ.B is a product measure which is quasi-invariant 
with respect to the action of D.o on D.. Let Cy for Y E 
D. be the automorphism of C('l' EEl 'l'*) which extends 
e k ~ e k' ek* ~ ek* for Y k = 1, and ek ~ ek*, et ~ ek for 
Yk = - 1. Then if E 1 is the Fock state and L E 

C( 'l' EEl 'l'*), 

ETa(L) = jL;.diJ.B(y)·El(Cy(L» (11) 

gives a decomposition of Ex into pure states. 
/3 
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Also for L E Co(span(ek ., en 11 :s i :s N < 00) the 
formula z t 

N 

ETe(L) =Eo (L' ~1(1 + te, kt Ski») 
N 

=(LITI(1+tBk .Sk ,» (12) 
£::1 j z z 

reduces the evaluation of ET on Co(1' E& 1'*) to calcu
e 

lations involving Eo. We note that limB->o ET, = Eo 
B 

and limB .... oo ET = E 1• As KMS states the ET, share 
B B 

all the properties of this class of states. 

In the terminology of Powers and St¢rmer6 ET. is a 
B 

gauge-invariant generalized free state. Their para-
meter A = AB corresponds to fr(l - T 8) and is of trace
class by our assumptions on h. We include Eo with 
Ao<--'3>!(1 - To) = ! and E 1 with Aoo <--'3> ~(1 - Too) = 0 
as limiting cases but reserve (3 to be in (0,00) = R+. 

Proposition 2.1: Let TB be as in Sec. 2A, then 

(i) Eo,ET , and E 1 are factor states. 
B 

(ii) Eo is type Ill> E1: and E 1 are type 1
00

, Only E 1 is 
pure. e 

(iii) The cyclic representations Fo, FT, ,F1 canonically 
13 

associated with Eo, E T, ,E 1 have com mutants which are 
B 

factors of type Ill> 1
00

, and 11> respectively. 

(iv) Eo is not quasi-equivalent to either ET or E 1; 
B 

ET is unitarily equivalent to every ET ;ET is quasi-
il 13 il 

equivalent but not unitarily equivalent to E 1 • 

Proof: (Note: The numbered theorems etc., quoted 
in this proof are from Ref. 6) (i) is well known for Eo 
and E 1 and follows from Theorem 5. 1 for ET • By 

i3 
Lemma 5, 3(i) ET is of type I and since it is infinite 

B 
(ii) follows. 

For (iii): Since Ail has a trivial kernel it is elemen
tary (DeL 5. 5) if and only if it is of the form Ail = 
i1 + He with HB self-adjoint and of class HS (Hilbert
Schmidt). Since A e is of traceclass and hence HS, this 
can happen only if Ail - HB = i1 is HS. As '1 is infinite 
dimensional h is not HS and consequently A B is not 
elementary. Note, however, that Aoo is elementary. By 
Lemma 5.6 the commutant of F Ta(C(1' E& 1'*» is infinite 
and. since it is type I, (iii) follows. 

For (iv): Since Eo is type III and ET ,E 1 are type 100 

by (ii), Eo is not quasi-eqUivalent tg either Ex. or E l' 
Consider 1 - (1 -Aa)1I2 1 - [t(1 + TB}]1I2 ~ O. 

The function [-1, 1] 3 t -) 1- [t(1 + t)]1/ 2 is non
negative, decreaSing, and bounded from above by 
~(1-t). Hence O:s 1 (1-AB)1I2 :s~(1- Til) =AB 
implies 1 - (1 -AB)1/2 is HS, since Ail is even trace
class. Consequently for any 0 < {3 < {3' < 00, AB and 
A B, are not elementary,A~/2 - A 13,1/2 is HS, and (1 -
Ae)1I2 - (1 -A Il,)1/2 = [1 - (1 -A ,)1/2] - [1 - (1 -
AIl)1/2] is HS. Then Theorem 5, 7(1~ shows thatE1: is 
unitarily equivalent to ET , • 8 

B 
Finally, since As is not elementary while Aoo is ele
mentary, Theorem 5.7(1) also yields that ET is not 

B 
unitarily equivalent to E l' On the other hand, A ~/2 -
A,;(2 = A~/2 is HS and (1 Ail)1/2 (1 - Aoo)1/2 = 

(1 - AB)1/2 - 1 is HS so that Theorem 5.1 implies the 
quasi -equivalence of Ex. and E l' / / / 

8 

3. PERTURBATION OF GffiBS STATES 

A. Perturbation of Gibbs Semigroups 

We briefly collect some needed results on the pertur
bation of statistical semigroups which we developed 
elsewhere. 1 

With H = - H of Sec. 2A we consider R :3 (3-) 
exp({3H) E ill/A,[,) as the unperturbed s~migroup. 
The following definition is adopted from Hille and 
Phillips and works for more general semigroups7: 

_ Definition: A linear operator P with ~mai!!.!Dp c 
!!:.1' is in the Phillips perturbing class <9(H) of H, where 
H is the infinitesimal generator of S(· ), if 

(i) !Dp= !Du' 
(ii) P is H bounded, Le., for suitable constants cl' C2: 

Vf E!DU or [IIPiII:s cl IIHfl1 + c2 lifll. 
(iii)Vs>O:n(s)= sup IIPoS(s)fll<cx:. 

Ilf 1I=1.! E'.DU 

(iv) J1 dsn(s) < 00, 
o 

Remark: For symmetric PC p* with!Dp = !Djj, 
conditions (ii) and (iii) of this definition are auto
matically satisfied and all that is needed for condi
tion (iv) is that n(s) be integrable at 0+. 

Theorem 3. 1: Let H ~ith domain !Djj generate the 
Gibbs semigroup S(' ) on A'1. 
(a) Assume P is a symmetric perturbing operator in 
<9(H). Then H + P defined on !Djj generates a no},m
contin~ous jlositi~ (Co)-semigroup R+ :3 (3 -) SP({3) = 
exp[{3(H + P)] on AT. 

Also, SP({3) is expressible as a sum 
00 

SP({3) = .E S!({3), with SC({3) = S({3) (13) 
n=O 

and for 
n 2: 1, ll~ = {({31>"" (3n) E Rnl 

x {3 2: {31 2: {32 2: ••• 2: {3n 2: O}, 

S:({3) = Jb.~ d{31" • d{3n S({3 - (31) 

XPS({31 - (32)P •• ' PS({3,,). (14) 

The integrals of Eq. (14) are convergent B6chner inte
grals (in tracenorm), so that S:({3) is of traceclass 
and tracenorm-continuous in {3 for (3 > O. 

Also, for arbitrary A E ill(A'1) the formula 

holds with absolutely convergent integrals. The sum 
of Eq. (13) is absolutely convergent in operator norm 
and uniformly so on intervals of the form (0, (30) for 
0< (30 < 00. 

(b) If instead of (a) it is assumed that P is symmetriC 
and bounded with :Dp = !DU' then P E <9(H) and all the 
conclusions of part (a) hold together with: 

The sum of Eq. (13) is even absolutely convergent in 

J. Math. Phys., Vol. 13, No.7, July 1972 



                                                                                                                                    

998 D.A. UHLENBROCK 

tracenoy~ so that (3 ~ SP({3) is again a Gibbs semi
group on l\. 'l'. 

Furthermore, beyond Eq. (15) the following formula 
fo~ traces is valid with absolute convergence: A E 
(B(A'l'): 

<Xl 

Trj\r[ASP({3)] == ,0 Triir[AS!({3)]. 
n=O 

(16) 

lt is to be expected that the boundedness condition can 
be replaced by weaker assumptions if not dropped al
together. Also more can be said about the Ii depen
dence of the perturbation development. In the present 
ci~umstances this d~endence is (real) analytic in A 
if P is replaced by A P with A E R. 

B. Reduction to the Unperturbed Gibbs State 

We assume from now on that the situation described 
in Theorem 3.1(b) with aPE (B(A'l') prevails. 

The perturbed Gibbs state E~ 
Il 

C('l'ffi 'l'*) 3 L ~ E¥ (L) = Trj\r[F1(L)SP(,8)] (17) 
Il Trxr(1' SP({3)] 

can then be calculated in terms of the series expan
sion for Trlir[A8-P({3)] provided by Eq. (16). 

In terms of the ordered CONB (ek)kEK for 'l'mentioned 
in Sec. 2A we let 'l'N be the (H)- subspace of 'l' spanned 
by (ek)kEK ,where KN is the segment of K containing 

N 
the first Nelements of K (Nfinite). Then U N'l'N is 
dense in 'l' and the subalgebras C('l'N ffi 'l';) = 
Co ('l'N ffi 'l';) are increasing with N and have a union 
which is dense in C('l' ffi 'l'*). 

If K and K' denote arbitrary finite subsets of K, we 
define 

c
K 
= IT c(ek ) and C;, = (c

K
,)*, (18) 

kEK 

where the order of the terms in the product is com
patible with that of K. An expression like 

(19) 

with P
KK

, = 'fide. and ~' indicating a finite sum is then a 
self -adjoint polynomial in the creation and annihilation 
operators which is in F1(C O('l'N ffi 'l';» for all large 
enough N. Any self-adjoint P in the Fock algebra can 
be approximated in norm by such polynomials. Since 
the perturbation development is continuous in Ii with 
respect to a certain (complete) metric on <P(H) which 
is equivalent to the operator norm metric on <P(H) n 
(B(A'l') = (B(A'l'), it follows that results shown to hold 
for such polynomial perturbations will extend by con
tinuity to more general perturbations in <p(ll). 

In order to keep the complexity of the ensuing expan
sions down we therefore make the (easily improvable) 
assumption that Ii is of the form given in Eq. (19). 
This will allow us to get a feel for the terrain and 
appears even more reasonable in this statistical 
mechanics context than similar cut-off assumptions 
in relativistic quantum mechanics. 

Lemma 3.1: The assignment c(ek) ~ exp(t3E k)c(ek)j 
c(eZ) ~ exp(- (3Ek)' c(ek*) for k EK and hek =Ekek 
extends uniquely to an automorphism a[3 of the poly
nomial algebra in the c(ek) and c(eZ). 
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If 15 is as in Eq. (19), then 

all(Ii) == P({3) = 'L/PKK , exp[t3(EK - E
K
,)]' c

K 
C;" (20) 

with EK ==:6 Ek • 
kEK 

Furthermore, it follows that 

S:({3) = S({3)· J",~ dt31 ••• d{3n 15(,81) .•• P(,8n) (21) 

and therefore for A = F;, (L), L E C('l' (fJ 'l'*), 

Trfir[SP({3) A] 00 _ _ 

Trj\r[S({3)] = n'd L,sn dt3 1 ••• dt3n ETs(P(,81) 

x ... P({3n )A). (22) 

Remark: a/3 is closely related to the automorphism 
jZ/3 defined on the algebra a C ~ in the notation of 
Kastler, Pool, and Poulsen.s Hence a[3 clearly extends 
much beyond the polynomial algebra. 

Proof: The existence and uniqueness of a /3 is 
clear. Then a/3(c

K
) == exp(,8E

K
)C

K 
and a/3(c;) = 

exp(- f3EK)C: follows. 

lt is not hard to show that c(ek )S({3) = exp(!3E k )' 

S(f3)c(e k) = S(,8)a/3(c(ek ) and c(e;)S(f3) = exp(- (3E k )' 

S({3)c(e k) = S({3)aa(c(et))· Consequently P S({3) = S(t3)· 
a/3(Ii) = S({3)'P({3), where P({3) is as in Eq. (20). 

This identity together with Eq. (14) implies 

S:(f3) = L/3 df3 1 ••• d{3nS(f3 - (3 1 )P 
n 

x . " P S(f3n-1 - f3 n)S(,8n)P(f3n) 

and by successively sweeping the S factors to the left 

which gives Eq. (21) by the semigroup property of S. 
By utilizing Eqs. (10), (15), (16), and (21) it is seen that 

00 

Tr}, [SP({3)A] = n~ J",~ dt3 1 .. , df3 n 

x T r Xr(S(f3)P(t3 1) ••. P(f3n)A) 

which yields Eq. (22). / / / 

W~ conclude from Eq. (22) that the perturbed state 
E~ has the following reduction to the unperturbed 

/3 
state Ex :A = F1(L): 

(3 

00 

:6 L/3 df31 •.• d{3itT (P({31)' . P({3n)' A) 
Ef (L) = n;,O n /3 

{3 ~ La df3 1 '" df3 ET. (P(f3 ) ..... P(j3 )) 
n=O n n a 1 n (23) 

Clearly, if 15 ~ AP, A E C the expression is at least 
meromorphic in A. 

C. Evaluation of Series Terms 

According to formula (23) the viability of the pertur
bation expansion depends primarily on the ability to 
calculate the series, terms 

in reasonably economical ways. 
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y:!e assume a fixed N large enough, so that P E [fN == 
F1(C('tN ED 't;» C [f(f). By the continuity and factor 
state properties of E T the terms corresponding to 
- B 
F1 (L) E [f N are of greatest import. Hence it will be 
convenient to use the well-known *-isomorphism of 
[fN with a full matrix algebra of dimension (2N)2. To 
that end we define for k E KN 

mto = c(ek ) * c(ek ), 

mil = c(ek )' c(ek )*, 

mio = c(ek )· n [c(ez}*c(ez) - c(ez)c(ez)*], (25) 
Z<k 

m~l = c(ek )*' n [c(ez)*c(ez) - c(ez)c(ez}*]. 
l<k 

If Z2 = {O, 1} is the cyclic group of order two, we 
denote by 0= (Ok}h'-K

N 
an element of (Z2)N, where Ok E 

Z2 for k E Kw Given 0, T E (Z2)N, put 

(26) 

Lemma 3.2: The family (Mar)' 0, T E (Z2)N con
stitutes a full system of matrix units for the algebra 
[fN' i.e., [fN is spanned by the Mar and 

(27) 

Furthermore, the defining equations (25) are inverted 
by 

(28) 

Equations (26) and (29) imply that c(ek ) and c(ek }* are 
linear combinations of the Mar with ± 1-coefficients. 

Let P E [f N have the expansion 

P= L) Por·Mor , P"r=~~EC. 
o,rEzt! 

According to Lemma 3.1 this leads to 

P({3) = aB(L) ParMar) 
o,r 

= L) Par aB(Mor ) 
o,r 

O.T 

with the abbreviations 

O'E= L)0k'Ek' Y'E= 
kCKN 

(29) 

(30) 

Par ((3) = P"T' exp[{3(o' E - T . E)]. (31) 

Lemma 3.3: Let (3 > 0,0, T E Z~j then 

ETB(MoT ) = DOT' no({3) (32) 
with 

- n exp(- (3uk ' Ek ) 

no({3) = kEKN 1 + exp(- (3E
k
)' (32') 

Proof: By Eq. (26) 

ET (MOT) = ET ( n m~ r ) • 
B i3 kCK

N 
k k 

Only the m: T with T k = Uk belong to the real sub
k k 

algebr,e of [f('t) generated by 1 and F\(Sk)' k E K. 
Since ET vanishes off this subalgebra (Sec. B), it fol-B _ _ 

lows that ET (Mar) = 00TET (Moo)' By the factor state 
fi _ B 

properties ET (Moo) = ET (f1 kc-K m k ) = 
B B - N °kok 

nkCK ET (m~ a ). Since, as is easily verified with the 
N B k k 

aid of Eq. (12),ET (mo"o) = [1 + exp(- {3E k )]-l and _ 8 

ET (ml1) = exp(- {3E k )·[l + exp(- {3E k )]-l the lemma 
8 

is proved. / / / 

Equations (28), (31), and (32) lead to 

L~ d{31' .. , . d{3n ET 8 (Mao T a P({31)' .••. P({3n» 

= 16B d{31' . d{3n L;. Po r ({31)' .... Po T ({3n) 
n 0l"'On 11 nn 

T1 '" Tn 

. P ({3 ) = L) ° n ({3). P .. .. 
r _Ir n OaT 0 0 ToT1 
n n TI '" Tn n 

'PT r .168 d{31"·d{3n X exp(t (3j(Tj_1 -Tj)'E). 
n-1 n n j=l 

(33) 
Lemma 3. 4j' If (CI'i) l:Si:Sn are complex .numbers and 

Yo = 0, Yj = L:ic1 CI';, 1:s J :s n, then the mtegral 

'tn({3jCl'l' ,,·,CI'n) = 16B d{31'''d{3n exp(.tCl'i{3;) 
n ,=1 

is equal to the sum of the residues of the meromorphic 
function 

n 
C 3 S ~ exp(s{3)' n (S - y)-l. 

;=0 J 

In particular, if the (Y)O:Sj:sn are all distinct, so that 
this function has only first order poles, then 

n n 

'l'n({3iCl'l'''CI'n)= L) exp({3'Yi) n (Yi-Yj)-1.(34) 
i=O j=Q(j¢;> 

All other cases are suitable limiting cases of this 
special case. 

Proof: The proof of this lemma involves the use of 
the Laplace transform operator £ defined for a func
tionf: JR+ ~ 'C such that (3 ~ exp(- (3s)f(f3) is in 
L1(0, 00) for S E rC with Res sufficiently large: 

(£f)(s) = 1000 

d{3 exp(- (3s)·f(f3). 

Let e({3} = 1 for {3 ~ ° and define the integration oper
ator J as well as the multiplication operator Ma by 
(If)({3) = Jt d{3'f({3'} and (Maf)({3) = exp(CI'{3)·f({3). If 
Nand Ta are similarly defined through (Ng)(s) = s-l. 
g(s) and (Tag)(s) = g(s - CI'), it is readily verified that 
(£8)(s) = S-l = (Nl)(s) and £oJ = No£ as well as £0 
Ma. = Tao£. 

In terms of this notation, 

'l'n ({3 i CI' 1 • " CI' n) 

= t' d{31 exp(CI'l{31)' t'l d{32 exp(CI'2{32)'" o 0 
B 

X 10 n-1 d{3n exp(CI'n{3n)' e({3n) 

J. Math. Phys., Vol. 13, No.7, July 1972 



                                                                                                                                    

1000 D.A. UHLENBROCK 

= (JoM )o(IoM )0 ••• 0 (JoM ) e({3) 
0: 1 0.2 an 

= £-1 0 £0 10M 0'" 0 10M e({3) 
a l an 

=£-1 0 NoT c",oNaT oN1({3) 
ct1 an 
s +i n 

= (27Ti)-1 J 0 . a dz exp(z{3)· n (z - I' .)-1 
so-'oo ,=0' 

= Res (s ~ exp(s{3)' .n (s - Yi)-1) • 
s ,=0 

The next to last step results from an application of the 
Mellin -inversion formula for £-1 with so> max(Rey i) 
to the function ' 

The last step involves a shift of the integration con
tour in the sense of So ~ - r;() and results from the 
Cauchy integral theorem. 

Clearly, the special case of all Yi distinct leads to the 
explicit evaluation of the residue given in Eq. (34). / / / 

This lemma is to be applied to Eq. (33) with a i = 
(Ti -1 - T i)' E or y. = (TO - Tj)' E. If Eq. (34) is used 
with the proviso that for coincident poles a suitable 
limiting case of the formula is meant, Eq. (33) leads to 

LB d{31'" d{3n ET (Ma r P({31)" ,P({3n» 
n Boo 

n n 
.:E exp[{3(TO - Ti )' E] x j~O[(Tj - T i )' E]-1. (35) 
FO j"'i 

D. Summary 

The single particle Hamiltonian h on 'I is assumed to 
generate a Gibbs semigroup JR+ '3 (3 ~ exp(- (3h) on 'I. 
In terms of the eigenvector basis (ek ) kEK of 'I, he k = 
Ekek • 

The second quantized unperturbed Hamiltonian H = 
dAh on Fock space A'I then also generates a Gibbs 
semigroup, the unperturbed Gibbs semigroup {3 ~ S({3) 
= exp(- {3H). The unperturbed grand partition func
tion is defined as Z({3):::= Trxr[exp(- (3H)]. The un
perturbed Gibbs state ET on the Fock algebra 5'('I) is 
defined in Eq. (10') as B 

_ Trx«[exp(-{3H)A] 
ETB(A) = Z({3) 

Let the perturbation P =- P be given as 

P = 6 ParMar 
a,rcz~ 

with Par = P:a in terms of the matrix units Mar for 
5'N constructed in Lemma 3.2. Such a perturbation 
clearly satisfies all the hypotheses of Theorem 3.1(b). 
Then (3 ~ SP({3) = exp[ - {3(H + P)] is the perturbed 
Gibbs semigroup with the perturbation expansion given 
in Eqs. (13) and (14). 

The reduction Eq. (23) of the pertubed Gibbs state 
to the unperturbed Gibbs state is valid and the indi
vidual series terms can be calculated by means of 
formula (35). 
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When T E (Z2)N, 

T' E = ~ T k ' Ek and nr «(3) = E T (M
TT

) 
kEKN J:l 

is given by Eq. (32'). With i' indicating ~ subject to 
the proviso discussed in the paragraph following the 
proof of Lemma 3.4 we have 

Theorem 3.2: LetH,P, etc., be as discussed above. 
Then 

(i) IR+ '3 {3 ~ exp[- {3(H + P)] has the absolutely trace
norm convergent expansion 

00 

exp[- (3(H + P)] = ~ L,B d{31 ... d{3n 
n =0 n 

X S({3 - (31)PS({31 - {32)P" • Ps({3n)' (36) 

where .6.~ = {({3v ••• ,{3n) I {3 2: {31 2: {32 2: '" 2: {3n 2: o}. 
(ii) For A E 5'('1'), the Fock algebra of 'I, with 
absoutely convergent sums 

Trxr{exp[- {3(H + P)]A} 

Trxr{ exp[ - (3(H + pm 
~:-oLc,~ d{31 ••• d{3n ETB (P({31) •.. P({3n)A) 

= (36') 
~~Oft,B d{31 '" d{3nET (P({31)" 'P({3n» 

n B 

is the reduction of the perturbed Gibbs state to the 
unperturbed Gibbs state ET . 

i3 
(iii) If A =:Eo rAJ r M r E 5'N then with absolute 

o 0 (0 0 Go 0 

convergence uniformly in A, 

Trxr{exp[- {3(H + P)]A} 

4. CONCLUSION 

Formula (36") provides a convergent resolution of the 
(unnormalized) correlation function 
TrAr{exp[·- {3(H + P)]'A} into simpler terms which 
are explic itly calculable once P r r' and Ar r' are 
specified. The thermodynamic information is coded 
into iir({3) and the 

~' exp[{3E" (TO - Ti )] 

n (T. - T.) • E 
j=1 J • 
j"'i 

factors. Diagram rules could easily be formulated so 
as to mechanize the computation of any given term. 
The present treatment differs from most attempts in 
the same direction in that a convergence proof is 
furnished in a mathematically precise fashion. 

Generalizations to more complicated interactions 
appear to be within reach. Likewise an analogous 
treatment of the boson situation will be given sub
sequently. 
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A simple and direct development of the theory of the plasma inverse problem is given,and it is shown that the 
time record of the reflected wave ariSing from a <5 function electric field normally incident on a stratified 
plasma determines uniquely the plasma density through an integral equation. 

1. INTRODUCTION 

Many interesting physical problems involve the pro
pagation of waves in a medium, and we usually solve 
these problems to find the propagating fields. How
ever, for some problems we can deduce properties 
of the medium from a limited knowledge of the pro
pagating fields. These problems where we know pro
perties of the fields and want to find properties of the 
medium are called inverse problems, and there is a 
variety of them. 

Lord Rayleigh 1 and Krein 2 determine the density of 
cln inhomogeneous vibrating string from the string's 
eigenfrequencies while Ambarzumian, 3 Borg, 4 and 
Levitan and Gasymov 5 show how to obtain the potenti
al in Schrodinger's equation from two sets of eigen
values. Eaves, Twardeck, and Morin 6 consider a 
plasma in a cavity and determine the plasma density 
from the cavity resonant frequencies. From the 
surface potential resulting from an electrode supply
ing direct current to the earth's surface, Langer7,8 

shows how to find the conductivity of the earth as a 
function of depth. Gel 'fand and Levitan 9 and Mar
chenkolO,ll describe a procedure for obtaining Schro
dinger's potential from the wavefunction form at 
large distances. By using the impulse response cur
rent of an inhomogeneous transmission line, Gopinath 
and Shondhi 12 determine the line capacitance. 

In 1951,Kay 13,14 considers the possibility of deter
mining the electron density of a plane stratified 
plasma from the reflected wave that results when a 
o function electric field is normally incident on the 
plasma. Under certain approximations the plasma 
electric field E(z, I) generated by the incident 6 func
tion obeys the plasma wave equation 

a2 E(z,t) 1 a2 E(z,t) 
._-- - - - V(z)E(z t) == 0 
az2 e 2 at 2 " 

where z is the coordinate along the axis of stratifica
tion, e the speed of light in air, and V(z) a function 
directly related to the plasma density. Kay is able to 
show that if the reflected wave R(ct) is known as a 
function of time, then 

d 
V(z) :::::: 2 - K(z,z), 

dz 

where K (z, y) is the solution of the integral equation 

(i) R(z + y) + K(z,y) + 1: K(z,z')R(z' + y)dz' == 0, 

- Z < y < z. 

For certain special reflected waves corresponding to 
the case when the reflection coefficient of the plasma 
is a rational function,I5 Kay is able to obtain an an
alytical solution of the integral equation, and thus 
obtain V (z) and the plasma density. 

Balanis 16 develops a general solution of the integral 
equation (i) for plane stratified plasmas. The solu
tion is found by converting the integral equation to a 
matrix equation through an appropriate numerical 
discretization. The matrix equation, which relates 
the values of the reflected wave at equally spaced 
time points to discrete values of the function K, is in
verted and thus the functions K and V(z) are obtained. 
Such a solution is essential because even for the sim
plest V(z), the plasma reflection coefficient is not a 
rational function of frequency; thus Kay's analytical 
solution is not applicable, and because a graph of the 
time record of the reflected wave will be available 
from which the time sampled values of the reflected 
wave can be easily obtained. Also Balanis examines 
the case when the incident wave is a thin square pulse, 
instead of a 0 function. 

This paper has the limited objective of reconsidering 
with another approach the plasma inverse problem 
examined by Kay. The approach developed in this 
paper is Simple and direct and yet powerful enough 
to illuminate all the essential features of continuous 
inverse problems. (It is worth noting that even in 
the basic paper of Gel 'fand 9 the theory is developed 
with an indirect approach.) 

ll. ANALYSIS 

Let a collisionless, unbiased and with zero initial 
electric and magnetic fields, plane stratified plasma 
of electron density N(z)(el/m 3 )17 occupy the region 
z ~ O. The space z < 0 as well as the space between 
the charges are filled with air. Let a 6 function elec
tric field 

E ine (z, el) = 6(z - el) 
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pagation of waves in a medium, and we usually solve 
these problems to find the propagating fields. How
ever, for some problems we can deduce properties 
of the medium from a limited knowledge of the pro
pagating fields. These problems where we know pro
perties of the fields and want to find properties of the 
medium are called inverse problems, and there is a 
variety of them. 

Lord Rayleigh 1 and Krein 2 determine the density of 
cln inhomogeneous vibrating string from the string's 
eigenfrequencies while Ambarzumian, 3 Borg, 4 and 
Levitan and Gasymov 5 show how to obtain the potenti
al in Schrodinger's equation from two sets of eigen
values. Eaves, Twardeck, and Morin 6 consider a 
plasma in a cavity and determine the plasma density 
from the cavity resonant frequencies. From the 
surface potential resulting from an electrode supply
ing direct current to the earth's surface, Langer7,8 

shows how to find the conductivity of the earth as a 
function of depth. Gel 'fand and Levitan 9 and Mar
chenkolO,ll describe a procedure for obtaining Schro
dinger's potential from the wavefunction form at 
large distances. By using the impulse response cur
rent of an inhomogeneous transmission line, Gopinath 
and Shondhi 12 determine the line capacitance. 

In 1951,Kay 13,14 considers the possibility of deter
mining the electron density of a plane stratified 
plasma from the reflected wave that results when a 
o function electric field is normally incident on the 
plasma. Under certain approximations the plasma 
electric field E(z, I) generated by the incident 6 func
tion obeys the plasma wave equation 

a2 E(z,t) 1 a2 E(z,t) 
._-- - - - V(z)E(z t) == 0 
az2 e 2 at 2 " 

where z is the coordinate along the axis of stratifica
tion, e the speed of light in air, and V(z) a function 
directly related to the plasma density. Kay is able to 
show that if the reflected wave R(ct) is known as a 
function of time, then 
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V(z) :::::: 2 - K(z,z), 

dz 

where K (z, y) is the solution of the integral equation 

(i) R(z + y) + K(z,y) + 1: K(z,z')R(z' + y)dz' == 0, 

- Z < y < z. 

For certain special reflected waves corresponding to 
the case when the reflection coefficient of the plasma 
is a rational function,I5 Kay is able to obtain an an
alytical solution of the integral equation, and thus 
obtain V (z) and the plasma density. 

Balanis 16 develops a general solution of the integral 
equation (i) for plane stratified plasmas. The solu
tion is found by converting the integral equation to a 
matrix equation through an appropriate numerical 
discretization. The matrix equation, which relates 
the values of the reflected wave at equally spaced 
time points to discrete values of the function K, is in
verted and thus the functions K and V(z) are obtained. 
Such a solution is essential because even for the sim
plest V(z), the plasma reflection coefficient is not a 
rational function of frequency; thus Kay's analytical 
solution is not applicable, and because a graph of the 
time record of the reflected wave will be available 
from which the time sampled values of the reflected 
wave can be easily obtained. Also Balanis examines 
the case when the incident wave is a thin square pulse, 
instead of a 0 function. 

This paper has the limited objective of reconsidering 
with another approach the plasma inverse problem 
examined by Kay. The approach developed in this 
paper is Simple and direct and yet powerful enough 
to illuminate all the essential features of continuous 
inverse problems. (It is worth noting that even in 
the basic paper of Gel 'fand 9 the theory is developed 
with an indirect approach.) 

ll. ANALYSIS 

Let a collisionless, unbiased and with zero initial 
electric and magnetic fields, plane stratified plasma 
of electron density N(z)(el/m 3 )17 occupy the region 
z ~ O. The space z < 0 as well as the space between 
the charges are filled with air. Let a 6 function elec
tric field 

E ine (z, el) = 6(z - el) 
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polarized normally to the z axis be incident on the 
plasma from the region z < O. An electric field 
Erefl polarized in the same direction as the incident 
field is reflected and propagates towards the left: 

Erefl(z,et):=:: R(z + et). 

We show that the time record of the reflected wave at 
z :=:: 0 determines (uniquely) the electron density N(z) 
at every finite z inside the plasma. 

The incident 6 function generates a plasma electric 
field which propagates towards the right, i.e., towards 
increasing z. The shape of the generated plasma 
electric field is governed by Maxwell's equations 
applied inside the plasma, the continuity of the elec
tric and magnetic fields across the air-plasma inter
face at z = 0, and the initial condition that at t = ° 
the plasma field is zero. A simple application of 
Maxwell's equations shows that the plasma electric 
field is obtained by solving the plasma wave equation 
(l),the continuity equations (2) and (3), and the initial 
condition (4): 

a2 E(z, et) 

az 2 

1 

e2 

02E(z, et) 2 
----- kp(z)E(z, el) = 0, z ~ 0, 

at 2 
(1) 

E(O, et) :=:: 6(- el) + R(et), 

2E(0 el) 
--'-= a'(- el) +R'(et), 

2z 

E(z,O):=:: 0, z > 0, 

(2) 

(3) 

(4) 

where k~(z) is assumed to be a nonnegative, bounded, 
continuous, and with continuous derivative function of 
z directly related to the electron density N(z), 

with 

q2 po 
k;(z) :=:: -- N(z) (5) 

me 

q = electron charge (coul), 

/Lo = permeability of free air (henry/met), 

me :=:: electron mass (kgr). 

Equation (1) is a linear hyperbolic partial differential 
equation of the second order, and it is well known that 
for this equation the initial condition (4) can be re
placed without any error by the causality condition 
(4') 

E(z,et)=O, t<zle, z>O. ( 4') 

Before we proceed further with the inverse problem 
we need to show several interesting aspects of the 
plasma wave equation (1). We start by proving the 
following theorem. 

Theorem 1: Let E 1 (z, et) be the solution of the 
plasma wave equation with boundary conditions (7) 
and (8) and E 2(z, et) the solution with boundary con
ditions (10) and (11): 

02El 1 a2E 1 
-- - - -- - k~E 1 = 0, Z ~ 0, (6) 
oz2 e 2 at 2 

E 1(0,et) = 6(- ell, (7) 
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0'(- el}, (8) 

and 

02 E 2 1 a2 E2 
-------k2 E :=::0 

2z 2 e2 2t2 p 2 , 
z ~ 0, (9) 

E 2(0, el) = a(et), (10) 

2E 2(0,ct) , 
-=--- = 1) (el). (11) 

2z 
Then any time-dependent solution E(z, el) of the 
plasma wave equation (12) 

02E 1 22E 
-------k~E=O Z~O, (12) 
2z2 e 2 2t2 

is obtained as a linear combination of E1 (z , ct) , 
E 2(z,ct) from (13): 

E(z,et) =l~oo A(et - y)E 1(z,y)dy + l:oo B(et - y) 

XE 2(z,y)dy, (13) 

where A(et), B(et) are arbitrary functions of time and 
independent of z. 

- - -Proof: LetE 1(z,k),E 2(z,k),E(z,k) be the Fourier 
transforms of E 1 (z, el), E 2(Z' el), and E (z, el), res
pectively, where 

E I(Z, k) = roo E 1(z, et)eikct edt, 
-00 

E 2(Z, k) :=:: roo E 2(Z' et)eikcte dt, 
-00 

E(Z, k) = J+oo E(z, et)eikctc dt, 
-00 

and k = wlc. 

By taking the Fourier transform of Eqs. (6)-(12), we 
find _ 

and 

and 

02El _ 
oz2 + [k 2 - kilEl = 0, z ~ 0, (14) 

-E1(o,k) = 1, 

2£1(O,k) 
---- = ik 

az 

22£2 _ 
-- + [k 2 - k21E - 0 az 2 p 2 - , 

E 2(o,k) = 1, 

2E2 
--(0 k) =- ik 
2z' , 

z ~ 0, 

22£ -
- + [k 2 - kp

2 ]E = 0, Z ~ o. 
az 2 

(15) 

(16) 

(17) 

(18) 

(19) 

(20) 

Let W(z,k) be the Wronskian of the solutions E1 ,E 2 , 

where 
_ oE l CJE 2 W(z,k) = E2 ---E1 --. (21) 

2z OZ 

By differentiating with respect to z, Eq. (21) and with 
the help of (14) and (17), we obtain 
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aw 
-(z k) = 0 
az' , 

and thus W(z, k) is a constant independent of z. By 
evaluating W(z,k) at Z = 0 with the help of Eqs.(15), 
(16), (18), and (19) we obtain 

W(z,k) = 2ik. (22) 

It is well known that if the Wronskian of two solutions 
of an ordinary differential equation is not equal to 
zero, then the solutions form a fundamental set, and 
any other solution is obtained by a linear combination 
of these fundamental solutions. Thus the solutions 
£1'£2 form a fundameptal set of (20) for k ~ O,and 
we write the solution E as 

E(z,k) = a(k)E1(z,k) + b(k)E 2(z,k) + 27T/(z)l5(k), (23) 

where a(k), b(k) are arbitrary functions of k and /(z) 
an arbitrary function of z introduced to account for 
the fact that the Wronskian vanishes at k = O. By 
taking the inverse Fourier transform of (23) and 
neglecting the time-independent term /(z), we obtain 
(13), and this completes the proof. 

As can be easily seen from Eqs.(14)-(19) and Eq.(5) 
the solutions £1' E 2 depend only on the plasma density. 
This dependence is made more explicit if we note 
that a plasma behaves like a high pass filter, letting 
the high frequencies of any wave inside it propagate 
without any attenuation,18 and we write 

E1(z,k) = eikz + C1(z,k), (24) 

and ~ ~ 
E 2(z,k) = e- ikz + C 2(z,k) (25) 
~ ~ 

with C1 (z, k) and C 2(z, k) Qavillg no appreciable high 
frequencies. The terms C1 ,C 2 in Eqs.(24) and (25) 
contain all the effects that the plasma contributes to 
the behavior of the solutions E1 and £2' Indeed if in 
the space z 2:: 0 there is no plasma, theil k;(z) = 0, 
and f~rom Eqs.(14)-(19) we obtain thatE1(z,k) = e+ ikz 

~nd E 2 (z,k) = e- ikz and therefore from (24) and (25) 
C1(z,k) = C 2(z,k) = O. 

By taking the inverse Fourier transform of Eqs. (24) 
and (25), we find 

E1 (z, et) = l5(z - et) + C1 (z, et), 

E 2(z,et) = l5(z + et) + C 2(z,et), 

(26) 

(27) 

and after we substitute the above equations into Eqs. 
(6)-(11) we find 

a2c 1 a2c 
__ 1 ____ 1 _ k2C = k215(z - et), 
az 2 e2 at2 pIp 

C 1 (0,et) = 0, 

aCl --(O,el) = 0 
az 

C 2 (0, et= 0, 

aC 2 -- (0, et) = o. 
az 

(28) 

(29) 

(30) 

(31) 

(32) 

(33) 

The functions C1 (z, et) and C 2(z ,ct) are important in 
inverse problems. They will be referred to herein as 
characteristic fields because these functions charac
terize the plasma completely and because the plasma 
density is most easily obtained from the values of 
these functions along the characteristic lines of the 
plasma wave equation. We begin the discussion about 
the characteristic fields by listing several of their 
properties and, subsequently, proving them. 

Property 1: The plasma density determines 
uniquely the characteristic fields. 

Property 2: The plasma density is obtained 
uniquely from the values of the characteristic fields 
along the characteristic lines of the plasma wave 
equation. 

Property 3: The characteristic fields are related 
to each other. 

Proof of Property 1: We prove Property 1 for the 
field C1(z, et). Similar arguments prove this property 
for C 2(z, et). 

A central result of the theory of characteristics of 
hyperbolic partial differential equations states that 
the value of the solution of a second order partial 
differential equation at a point on some boundary 
line influences the behavior of the solution only in 
the region included between the characteristic curves 
of the partial differential equation emanating from 
that point. Now, the characteristics of the plasma 
wave equation are straight lines parallel to the lines 
z = ± et, and thus by applying the theory of character
istics to the solution E1(z, et) of Eqs.(6)-(8) and 
identifying the boundary line as the et-axis, we im
mediately obtain that 

let I < z, 

and thus from (26) we find 

letl < z. (34) 

The 15 function on the right-hand side of Eq.(28) indi
cates that except on the line z = ct, the field C 1(z,ct) 
obeys the plasma wave equation; and, furthermore, 
that across the line z = ct, C 1 (z, ct) is discontinuous 
whereas across the line z = - ct there is no discon
tinuity. Thus, we find that 

a2C 1 1 a2c1 
-- - - -- - k2C - 0 - z < et < z, (35) az2 e2 at2 p 1 - , 

and 

The jump discontinuity of C1 (z , el) across the line 
z = et is easily obtained if we let 

C1 (z ,el) = H(z - ct)g(z, et), 

(36) 

(37) 

where g(z, ct) is continuous solution of the plasma 
wave equation in the region - z < ct < z and substi
tute (37) into (28),19 After some simple algebra we 
find that 

dg(z,z) _ !k2( ) 
- 2 p z 

dz 

and thus 
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(38) 

Now, grouping all the results together, we have that in 
the region I et I ~ z, the characteristic field C 1 (z, el) 
is the solution of Eqs. (39)-(41), 

a2c1 1 a2c1 -------kp
2C1 =0, Z2::0, lell~z, (39) 

az 2 C2 at2 

dC1(z,z) 1 
dz = 2 k ;(z) , z 2:: 0, (40) 

C1(z,- z) = 0, Z 2:: 0, (41) 

whereas outside this region, C1 (z, et) obeys Eq. (42): 

C1(z,et) = 0, z 2:: 0, I etl>z. (42) 

It turns out that Eqs.(39)-(41) constitute a Goursat 
problem for the characteristic field C1(z, et), and it 
is known that such a problem has a unique, bounded, 
and continuous solution in any finite z interval. [Re
place (40) by C1(z,z) = ~~Zk;(~)d~ and see Ref. 22.] 
Thus, for any finite z, the plasma density determines 
a unique, continuous, and bounded characteristic field 
C1 (z , et), and once k;(z) is given C1 (z ,et) can be found 
by solving the Goursat problem (39)-(41). 

Similar arguments show that inside the region 
I et I ~ z, C 2(z ,et) is the solution of the Goursat pro
blem (43)-(45) and zero outside: 

a2c2 1 a2c2 z 2:: 0, Ictl~z, (43) ------- k 2C2 = 0, 
az 2 e2 at 2 p 

d 1 
-C2(z,- z) = 2k;(z), 
dz 

, 
Z 2:: 0, (44) 

C2(z,z) = 0, Z 2:: 0, (45) 

C 2(z,et) = 0, z 2:: 0, let I> z; (46) 

and thus the proof of Property 1 is completed. 

Proof of Property 2: From Eqs. (40) and (44) we 
see that if the characteristic field C1 (z ,et) is known 
along the line z = et and C 2(z, et) along the line 
z = - et, then a simple differentiation along these 
lines yields k;(z) , and thus we obtain uniquely N(z) 
through (5)20 and the proof of Property 2 is com
plete. 

Proof of Property 3: Replacing t by -t in Eqs. 
(39)-( 42) for the characteristic field C1 (z, et) we 
obtain Eqs. (43)-( 46) for the characteristic field 
C 2(Z, ct). Thus the characteristic fields are related 
by the simple time inversion (47); 

C 2(z,et) = C1(z,- et) (47) 

and hence Property 3 is shown. 21 

Now we return to the inverse scattering problem, By 
applying Theorem 1 to the plasma electric field, solv
ing Eqs. (1)-(5), we obtain 

E(z, et) = E l(Z, et) + i~oo R(et - y)E 2(Z ,y)dy, 

and with the help of Eqs. (26), (27),and (47) the 
above equation becomes 
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E(z,et) = o(z - et) + C1(z,et) 

+ rOOC1(z,y)R(y + et)dy+R(z + et). 
-00 

Via Eq. (42) we finally obtain that the plasma electric 
field is given by (48), 

E(z,et) = 6(z - et) + C1(z,et) + R(z + et) + r C1(z,y) 
-~ 

+R(y+et)dy. (48) 

By restricting the plasma field to a right traveling 
wave (Le.,a wave moving toward z = 00) by the 
causality condition (4') we obtain 

C l(Z, el) + R(z + et) + r C l(z ,y)R(y + et)dy = 0, 
-z 

et < z. (49) 

We remarked before that the high frequencies of the 
6 function incident electric field propagate through 
the plasma, and thus the reflected wave R(et) does 
not possess appreciable high frequencies; and so it 
is reasonable to make the statement that the reflec
ted wave is a continuous function of time in any 
finite time interval. In fact, in Ref. 16 it is proved 
that the reflected wave R(et) is a continuous function 
of time when N(z) is a nonnegative bounded, piece
wise continuous function of z which tends toward 
zero for large z; and since from physical arguments 
it is evident that R(et) cannot depend on the values 
of the electron density for z> et/2, a simple exten
sion of the proof given in Ref. 16 shows that the re
flected wave R(et) is continuous function of time in 
any finite time interval even in the case when the 
electron density does not tend to zero for large z. So, 
by applying the causality condition to the electric 
field at z = 0, we obtain 

R(et) = 0, et ~ 0, 

and incorporating (50) into (49) and using (42) we 
find 

C1(z,et) + R(z + el) + l z C1(z,y)R(y + et)dy:= 0, 
-ct 

(50) 

- z ~ el < z. 

In the above equation the functions C1(z, el) and R(et) 
are continuous functions of their arguments, and thus 
it appears reasonable to state that the above integral 
equation holds also for el := z. In fact, this is proved 
in Ref. 16. So, we finally obtain the integral Eq. (51): 

C1(z,et) + R(z + el) + r C1(z,y)R(y + el)dy = 0, 
-ct 

-z~et~z (51) 

Equation (51) is a Fredholm integral equation of the 
second kind, and in Ref. 12 it is shown that it has a 
unique continuous solution when N(z) is a nonnegative, 
piecewise, continuous function of z that tends to zero 
sufficiently fast as z --7 00. However, since both R(el) 
for O~ et ~ 2zo and C1(zo,el) for -zo~ el ~ Zo can
not depend on the values of the electron density for 
z > z 0' a simple extension of the proof found in Ref. 
12 shows that (51) has a unique continuous solution 
C1(z,el) for any finite z when N(z) is a nonnegative 
bounded, continuous, and with continuous derivative 
function of z. Since we have already constructed one 
solution, namely the characteristic field C1(z, el) of 
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the plasma wave equation, then this characteristic 
field is the only solution. 

Grouping all our results together we state that given 
the time record of the reflected wave R(ct) for O:s t 
:s to of an electron density N(z) which is zero for 
z < 0, then N(z) is uniquely obtained for all z, z < 
~ cto' by solving (52)-(54): 

R(z + ct) + C1(z, ct) + 1: C1z,z')R(z' + ct)dz' = 0, 

- z :s ct :s z, z ?: 0; (52) 

( 53) 

(54) 

where R(ct) is a continuous function of time for any 
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Some lattice versions of the wind-tree model of Ehrenfest are introduced and studied. They include two ver
sions in which overlapping of tree particles is forbidden, a third in which it is allowed, and a fourth in which it 
is allowed but results in a finite repulsive force. In every case it is found that the mean-square displacement 
a(l) of the wind particles at time 1 is bounded independently of 1 at sufficiently high density of the trees. This 
is in sharp contrast with the Einstein relation a(l) = 0(1) as t -7 (f), which might be expected to hold at low den
sities. Randomization of the initial velocity of a wind particle is also shown to occur in a certain sense, and 
upper bounds on a recurrence time are obtained at high density. On the other hand, it is shown that thermaliza
tion does not occur even at low densities. 

1. INTRODUCTION 

The Lorentz model and the "wind-tree" model of 
Ehrenfest have been used recently for the study of 
the diffusion process and the problem of approach to 
equilibrium (e.g., Refs. 1, 2, 3). In these models there 
are two types of particles, called wind particles and 
tree particles (or trees). The trees are at rest and 
distributed in equilibrium under the action of their 
mutual forces and are unaffected by the motion of 
the wind particles. The latter have no mutual forces, 
so that their evolution is determined entirely by 
their interaction (or collisions) with the trees and the 
container walls. 
We consider a system of square trees with sides of 

length 1, centered on the points (Z2) of a simple 
square lattice with unit spacing, A typical configura
tion is illustrated in Fig. 1 where the lattice is shown 
inclined at 45°. We specify that the system be enclos
ed by a box consisting of a close-packed arrangement 
of trees; but the over-all shape of the box is otherwise 
arbitrary. 

We consider a wind particle which sits initially at 
some point q and has initial velocity p along one of the 
four lattice directions at 45° to the lattice lines. The 
wind particle is deflected through a right-angle when
ever it strikes a tree, as shown in Fig. 1. Its position 
qt(x, C, A) and velocity Pt(x, C, A) at time t depend 
only on the initial dynamical state x == (q, p), the set C 
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the plasma wave equation, then this characteristic 
field is the only solution. 

Grouping all our results together we state that given 
the time record of the reflected wave R(ct) for O:s t 
:s to of an electron density N(z) which is zero for 
z < 0, then N(z) is uniquely obtained for all z, z < 
~ cto' by solving (52)-(54): 

R(z + ct) + C1(z, ct) + 1: C1z,z')R(z' + ct)dz' = 0, 

- z :s ct :s z, z ?: 0; (52) 
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Some lattice versions of the wind-tree model of Ehrenfest are introduced and studied. They include two ver
sions in which overlapping of tree particles is forbidden, a third in which it is allowed, and a fourth in which it 
is allowed but results in a finite repulsive force. In every case it is found that the mean-square displacement 
a(l) of the wind particles at time 1 is bounded independently of 1 at sufficiently high density of the trees. This 
is in sharp contrast with the Einstein relation a(l) = 0(1) as t -7 (f), which might be expected to hold at low den
sities. Randomization of the initial velocity of a wind particle is also shown to occur in a certain sense, and 
upper bounds on a recurrence time are obtained at high density. On the other hand, it is shown that thermaliza
tion does not occur even at low densities. 

1. INTRODUCTION 

The Lorentz model and the "wind-tree" model of 
Ehrenfest have been used recently for the study of 
the diffusion process and the problem of approach to 
equilibrium (e.g., Refs. 1, 2, 3). In these models there 
are two types of particles, called wind particles and 
tree particles (or trees). The trees are at rest and 
distributed in equilibrium under the action of their 
mutual forces and are unaffected by the motion of 
the wind particles. The latter have no mutual forces, 
so that their evolution is determined entirely by 
their interaction (or collisions) with the trees and the 
container walls. 
We consider a system of square trees with sides of 

length 1, centered on the points (Z2) of a simple 
square lattice with unit spacing, A typical configura
tion is illustrated in Fig. 1 where the lattice is shown 
inclined at 45°. We specify that the system be enclos
ed by a box consisting of a close-packed arrangement 
of trees; but the over-all shape of the box is otherwise 
arbitrary. 

We consider a wind particle which sits initially at 
some point q and has initial velocity p along one of the 
four lattice directions at 45° to the lattice lines. The 
wind particle is deflected through a right-angle when
ever it strikes a tree, as shown in Fig. 1. Its position 
qt(x, C, A) and velocity Pt(x, C, A) at time t depend 
only on the initial dynamical state x == (q, p), the set C 
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of lattice sites occupied by the centers of the trees 
which do not comprise the box, and the set A of avail
able lattice sites in the box. A wind particle initially 
on the edge of a tree with velocity directed towards a 
tree is taken to have its natural velocity of deflection 
for t> O. A particle which strikes the corner of a 
tree along a line through the center of the tree is 
taken to be reflected back along its path on striking 
the tree. A particle which grazes the corner of a 
tree is taken to be undeflected. For a particle initial
ly inside a tree, or on the common edge of two touch
ing trees, we choose qt = q and Pt = 0, which means, 
in effect, that the wind particle is "stuck" inside the 
tree, or between the trees. 

We assign to different sets C the probability distribu
tion 

for C c A 
(1. 1) 

otherwise 

where z > 0 is a constant, \ C \ is the number of points 
in C, and 

ZA = :6 ZICI = (1 + z)IAI, 
C cA 

(1. 2) 

This function fA (C) is the grand-canonical distribution 
for an equilibrium state of the trees with fugacity z, 
and ZA is the grand partition function. The probability 
of finding a tree on a given lattice site is simply 
zl(l + z). The dependence of functions on z is not 
shown in the notation. 

We define the average velocity 

Pt(x, A) == :6 fA(C)pt(x, C, A) (1. 3) 
ccA 

and mean-square displacement 

6.(t,x, A) == :6 f A(C)\qt(x,C,A)-q\2 (1. 4) 
CcA 

of a wind particle moving in the equilibrium system 
of trees. The functions have well-defined thermody
namic limits (I A \~ co) obtained by taking larger and 
larger boxes which recede from q in all directions. 
These limits are given by 

and 

pt(x) = (1 + Z)-IR(t,x)1 'E ZIClpt(X, C) (1. 5) 
CCR(t,X) 

6.(t,x) = (1 +z)-IR(t.X)1 'E ZICI\qt(X,C)-qI2, 
CcR(t.x) (1. 6) 

FIG. 1. A possible arrangement of trees in model 1. A trajectory and 
the corresponding central trajectory (broken line) is shown. 
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where R (t, x) is the set of lattice points upon which 
the placing of a tree can influence the position of a 
wind particle up to time t. It contains of order (lplt)2 
points. As indicated in the notation, Pt and (It are 
clearly independent of A in this limit. To prove (1. 5) 
and (1. 6), we Simply note that if A =:J R, then from 
(1. 1), the probability of a set C in R is just 
zlCI(l + z)-IRI. 

Approach to equilibrium, in a sense, can be studied 
by considering (as suggested to the author by Pro
fessor M. Kac) the long-term behavior of Pt. One 
could say that velocity equilibrium was approached 
in finite volume if 

(1. 7) 

and Similarly in infinite volume. These would imply 
that the initial velOcity is completely randomized 
when t ~ co as a result of collisions, and seem intui
tivelyobvious. We find that, on the contrary, they do 
not hold if the density of the trees is sufficiently high 
(Sec. 6). The following weakened version of (1. 7), in 
which the limit is replaced by a Cesaro limit, is how
ever obvious 

1 iT -T 0 dtpt(x, A) ~ 0 as T ~ co, (1. 8) 

because the left side is bounded in magnitude by 

(liT) :6 fA(C)IJ~ dtPt(x,C,A)1 
CCA 

= (liT) 'E fA(C)\qT(X,C,A)-q\ 
CcA 

~ d(A)IT, (1. 9) 

where d(A) is the maximum diameter of A. We show 
(Corollary 1) that the analogous result also holds in 
infinite volume if the density of the trees is suffi
ciently high. 

Diffusion of wind particles can be studied by consi
de ring the long-term behavior of the mean-square 
displacement 6.(1, x). The work of Hauge and Cohen l 

and Wood and Lado2 suggests that the particles obey 
the normal Einstein diffusion law 

6.(1, x) ~ 2Dt for large t (1. 10) 

at low enough densities (small z), where D is anum
ber, depending on z, known as the diffusion coefficient. 
In fact, for the continuum wind-tree model, a result 
like (1. 10) has been shown by GallavottP to hold 
asymptotically in a special limit, known as the Boltz
mann limit. The effect of this limit is to convert the 
evolution of the system into a Markov process, of 
which (1. 10) is a well-known consequence. 4 

However, the evolution of the given system (without 
the Boltzmann limit) is not Markovian, as is well 
known, 1 and there is no a priori reason to believe 
that (1. 10) holds even at low densities. In fact, for the 
continuum model in which trees are allowed to over
lap, both Hauge and Cohen l and Wood and Lado 2 pre
dict that 6. (t) tends to infinity more slowly than t. 

It seems possible that similar "abnormal diffUSion" 
will occur also in the nonoverlapping case at suffi
ciently high densities. Only moderate densities have 
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so far been considered, where (1. 10) seems to be con
firmed. Abnormal diffusion might also be expected 
to occur in the present lattice model. We show that 
this is indeed so. In fact, we prove (Corollary 1) that 
at high enough densities there is a complete absence 
of diffusion, in the sense that /):,(1, x) is bounded by a 
constant depending only on z. 

It is clear that the diffusion process in these models 
is not like the more common diffusion processes in 
which the scattering particles also move. It is there
fore all the more surprising and interesting that the 
Einstein law (1. 10) seems to hold for them under 
some circumstances. 

Besides the above model (I), we consider in Sec. 3 a 
model (II) in which trees are allowed to overlap. 
Again we prove absence of diffusion; but now the re
sult holds at much lower densities (Theorem 2). This 
is consistent with the abnormality found in the conti
nuum model for overlapping trees. 1 ,2 In Sec. 4 we 
consider a model (III) in which the trees form a so
called "hard-squares lattice gas." The statistics of 
this model are more complex; but we are able to 
prove essentially the same results (Theorem 3) using 
some techniques of Dobrushin. 5 In Sec. 5, we consider 
an intermediate model (IV) in which overlapping is 
allowed, but results in a finite repulsive force. 
Absence of diffusion is again proved (Theorem 4). 
Recurrence times are considered in Sec. 6, and the 
problem of thermalization is studied in Sec. 7. The 
connection with percolation theory is discussed in 
Sec.8. 

We point out that the fugacity z is a measure of the 
density p of the trees. These quantities are related 
by the formula 

p:= lim _1_ z ~ logZ1\' 
1\--> OCJ 1 A 1 oz 

(1. 11) 

where Zl\. is given by (1. 2) for models I and II, by 
(4.2) for model III, and by (5.2) for model IV. It fol
lows 6 that p is an increaSing function of z. For ex
ample, in models I and II one finds that p := z(l + z)-l; 
but for models III and IV, p is not completely known. 

2. MODEL I-NO OVERLAPPING 

Our main results can be stated in the following form. 

Theorem 1: For model I defined above with z > 15, 
all the moments 

Jncx(i,x,A) == 6 f1\(c)lqt(x,C,A)-qlcx (2.1) 
c e1\ 

for any a > 0, are bounded uniformly in t, x, and A. 

The physically interesting consequences are given by 

Corollary 1: For model I, the following hold for 
z> 15: 

(2.2) 

uniformly in x, and there is a constant A, depending 
only on z, such that 

/):,(l,x) < A (2.3) 

for all land x. 

The condition z > 15 corresponds to a density p > 
15/16 while the close-packing density is p := 1. Since 
these results hold uniformly in x, we can replace P t 
and /):, by their averages with respect to x over any 
probability distribution. 

The statement (2. 3) follows immediately from 
Theorem 1 and the statement (2. 2) follows from the 
relations (1. 9) and Theorem 1. 

To prove Theorem 1, we consider central trajectories, 
defined as those trajectories which impinge on trees 
at the midpoints of their edges, as shown in Fig. 1. By 
looking at examples of trajectories, one concludes the 
following. 

Lemma: For any trajectory there corresponds a 
central trajectory which remains always at a dis
tance < 1/2,[2 from the given trajectory (with the 
exception of trajectories which lie along the lattice 
lines). 

Roughly speaking, one can say that any trajectory is 
parallel to a central trajectory. If x' is the initial 
dynamical state of a wind particle, on the central 
trajectory, which has the same velocity p as the given 
particle, and is initially at least distance from the 
given particle, then 

1 qt(x, C, A) - qt(x', C, A) 1< (1/2/2) for all I, C, and A. 

It is therefore sufficient to prove Theorem 1 for the 
central trajectories. 

To analyze the central trajectories, we replace the 
trees by squares of side 1/';2, called subtrees, as 
shown in Fig. 2. The extensions of the sides of all 
possible such squares form another square lattice. 

This is a horizontal lattice with spacing 1/,[2. The 
subtrees occupy the spaces between the new lattice 
lines, and the central trajectories lie always on the 
lattice lines. Only one sublattice of the squares can 
be occupied, so that the close-packing arrangement 
of trees becomes a checkerboard pattern of subtrees. 
A trajectory never lies along the edge of a tree. The 
collision law for a particle moving on these lattice 
lines can easily be seen from Fig. 2. 

Because of our choice of boundary conditions, every 
trajectory J is a closed (possibly self-intersecting) 
polygon around which a particle circulates for all 
time. If (J) is the family of sets C which permit the 

(b) 

(a) 

FIG. 2. (a) Construction of the subtree of a tree, and (b) the subtrees 
and the central trajectory corresponding to Fig. 1. 

J. Math. Phys., Vol. 13, No. 7,JuJy 1972 



                                                                                                                                    

1008 D. J. GAT E S 

trajectory J, then the probability PA (J) of J is simply 

(2.4) 

Let [x] be the set of all trajectories J that are con
sistent with the initial state x. Let qi(x, J) be de
fined for J EO [x] as the position at time I of a particle 
with initial state x moving on J. Since each set C 
yields a unique J E' [x], it follows from (2. 1) that 

To estimate PA(J), we note that every lattice bond in
cluded in J is bordered dn one side (only) by an empty 
square which contains a point in Z 2 (the lattice on 
which the original trees were placed). At least t of 
this square can be assigned exclusively to the bond. 
Hence a trajectory J of length j must be bordered by 
a set of at least 'b empty sites of Z2. The probability 
distribution of sets D on this set, E say, of empty 
squares is, according to (1. 1), 

fE(D) = zlDl(l + Z)-IEI. 

Since lEI 2: h it follows that 

(2.6) 

The number of trajectories of length j in [x] is less 
than 2i -1, because a trajectory has at most two pos
sible directions in which to proceed at each vertex of 
the new lattice (Fig. 2). A particle on J cannot be dis
placed from q by a distance greater than tj, regard
less of time or initial velocity. It follows that 

rncx{l, x, A):s 2-cx- l :B jcx[2(1 + Z)-l/4]i. (2.7) 
i 

If we let the sum extend to j == 00, this bound holds for 
all t, x, and A. The sum is finite only if 2(1 + z)-l/4 < 
1, which proves Theorem 1. 

3. MODEL ll-OVERLAPPING 

A lattice analog of the overlapping trees model con
sidered by Hauge and Cohen 1 is obtained by placing 
trees of side .[2 on Z2. Now we put Z2 in the horizon
tal-vertical orientation. (Alternatively we can image 
that the model I is modified by adding the complemen
tary lattice and allowing all sites to be occupied.) A 
possible configuration is illustrated in Fig. 3; but no 

FIG. 3. A possible arrangement of trees in model III showing a tra
jectory and the corresponding central trajectory (brOken line). 
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overlapping is shown because the diagram is intended 
for the description of model III. We take the boundary 
to be formed by a closed packed nonoverlapping array 
of trees. Equations (1. 1)- (1. 6) are applicab~e to this 
model because the trees again constitute an ideal lat
tice gas. The main result is 

Theorem 2: The moments mcx(t, x, A) are bounded 
uniformly int, x, and A for model II if z > 8. 

The analog of Corollary 1 follows. The result is 
stronger than Theorem 1, which is understandable be
cause overlapping implies that many trajectories are 
returned parallel to themselves. In other words, 
there is a greater tendency for wind particles to be 
trapped. This shows the same trend as the results of 
Refs. 1 and 2. The condition z > 8 corresponds to a 
density p > ~, while the close-packing density is p = 1 
and the space-filling density is p = t. 
The proof is almost the same as for Theorem 1. The 
first difference is that a lattice bond included in a 
central trajectory J must be bordered on hoth sides 
by an empty square which contains a point of Z2. 
Hence a trajectory of length j must be bordered by a 
set of at least tj empty sites of Z2. The second dif
ference is that central trajectories terminate when 
they meet a pair of overlapping trees. A wind par
ticle on such a trajectory simply oscillates back and 
forth, and cannot be displaced from q by a distance 
greater than j. The third difference is that a particle 
can be deflected to the right or left by a tree, so 
there are less than 3 i-l trajectories of length j. In
equality (2.9) is therefore replaced by 

1n cx {t, x, A):s 1:B jcx[3(1 + z)-1I2]i 
i 

which proves Theorem 2. 

4. MODEL ill-HARD-SQUARE LATTICE GAS 

(3. 1) 

A more interesting model is obtained from model II 
by imposing the condition that no two trees may over
lap, so that two neighboring lattice sites cannot be 
simultaneously occupied. A typical configuration is 
shown in Fig. 3. This system of trees is known as a 
hard-square lattice gas, and has been extensively 
studied. 5.7,8 It is known to have a crystal-fluid phase 
transition. Following Dobrushin,5 we specify that the 
system be enclosed by a box formed by a rectangular 
array of close-packed trees which extends to infinity 
outside the box. The size of the box can be changed 
only by removing from or adding to the trees in this 
close-packed configuration. This means that the 
boundary trees are confined to one of the two sub
lattices and is essential for our proofs to work. It is 
also essential that sides of the rectangle of lattice 
sites occupied by the boundary trees contain an even 
number of sites. 

We assign to different sets C of occupied lattice sites 
the probability distribution 

for C E (1\) 
(4. 1) 

otherwise 

where (1\) is the family of allowed sets in A taking 
account of the hard-square repulsion, and 
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ZA =' ~ ZICI. 
cdI'.) 

(4.2) 

This partition function ZA is not explicitly calculable. 
Again fA (C) is the grand-canonical distribution for an 
equilibrium state of the trees with fugacity z. The 
probability of finding a tree on a given lattice site is 
not explicitly known, but is certainly not the same 
for all lattice sites. (This statement is true even 
when A -7 Cl) if z is large, as shown by Dobrushin. 5 ) 

The average density P is given in principle by (1. 11) 
and has been studied numerically. 7.8 

The average velocity Pt(x, A) and mean-square dis
placement b.(t, x, A) are defined again by (1. 3) and 
(1. 4); but we are unable to prove that their infinite 
volume limits exist (except for small z when the 
theory of fugacity expansions may be used3 .4). In
stead we note that Iptl=lpl and 1b.(t)l:s Iptl 2 ,so 
that there exists a vector Pt(x) with components 

PHx) =' lim sup P~(x, A), (4.3) 
1'.->00 

~here i = 1,2 and Pi(x, A) are the components of 
Pt(x, A), and the limit 

b.(t, x) =' lim sup b.(t, x, A) (4. 4) 
1'.->00 

exists. We obtain 

Theorem 3: The moments m a (t, x, A) are bounded 
uniformly in t, x, and A for model III if z > 16. 

This leads to the analog of Corollary 1. No signifi
cance should be attached to the fact that this condi
tion is very close to the condition z > 15 specified in 
Theorem 1. The method of proof for model III is 
rather different, and both estimates are probably very 
bad. From the expansions of Gaunt and Fisher7 we 
note that z = 16 corresponds approximately to 
P = ~ Po where Po = ~ is the close packing density. 

We prove Theorem 3 by again conSidering central 
trajectories and subtrees as shown in Fig. 4. Dobru
shin 5 constructs "boundaries" for any set C of sub
trees, by drawing lines along the common edges of 
every pair of adjacent unoccupied squares as shown 
in Fig. 4. These boundaries consist in general of 
many disconnected parts. We denote by B(x, C) the 
part (if any) of the boundaries which is connected by 
some path to the lattice bond which contains the point 
q and has the direction of p. It is clear that the wind 
particle follows some closed trajectory (J(x, C) con
tained in B (x, C). In fact, J is uniquely determined by 
B: The rule for finding J in B is to go straight ahead 
whenever possible; when it is not possible, there is no 
choice because the boundaries have no T-junctions. 
Any such boundary B can be completely covered by a 
single, non-self-intersecting (but possibly self-touch
ing) polygon, called a contour, as exemplified in Fig. 5. 
In general, there are many ways of choosing such a 
contour on B. Any such contour on B is isolated from 
other contours not on B because, by definition, B is 
not connected to any other boundary. 

The probability II A (G) of finding some specific isola
ted contour G among all configurations C of the trees 
is given by 

IIA(G) = ~ fA(C), (4.5) 
C E(G) 

where (G) is the family of sets C in (A) that contain 
the contour G. Let {x} be the set of contours G that 
contain the lattice bond through q in the direction of 
p. Let qt(x, G) be the position of the wind particle at 
time t given a contour G E {x}. This position is 
uniquely determined as pointed out above. From (2.1) 
and (4. 5) we deduce that 

The inequality results from the fact that there are 
many ways of drawing a contour G on a given boun
dary B. 

If IT A (G) is the probability of G without the restriction 
that G be isolated, it is clear that ITA(G) ~ ITA(G). 
Under the boundary conditions stated above, Dobru
shin5 obtained the important result 

(4.7) 

where g is the length of the perimeter of G. A par
ticle moving on a trajectory in G (see Figs. 4 and 5) 
is never displaced from q by a distance greater than 
~ g regardless of the shape of G, the initial speed, or 
the time. Furthermore, there are at most 2g-1 con
tours of length g in {x}, because the contours never 
have two successive segments with the same direc
tion (Fig. 5). 

Substituting these estimates in (4.6) yields 

ma(t, x, A) ~ 2-a- 1 ~ ga(2z- 1!4)g. 
g 

(4.8) 

The sum is finite for 2z-l/4 < 1, which proves the 
theorem. 

F1G.4. The subtrees and the central trajectory corresponding to Fig. 3. 
The Dobrushin boundaries are the lines that separate unoccupied 
squares. 

FIG. 5. One possible way of drawing contours on each of the three com
ponents of the boundary in Fig. 4. The large contour is G. Note that the 
path followed by G is not the same as the path followed by the wind par
ticle. 
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5. MODEL IV-OVERLAPPING AND REPULSION 

A model which is intermediate between models II and 
TIl contains trees for which overlapping is allowed, 
but results in a finite repulsive force. The trees 
form a lattice gas with nearest-neighbor repulsion, 
of strength a > 0 say, which was also considered by 
Dobrushin. Here the trees are in effect soft with 
respect to their mutual forces, but hard as far as the 
wind particles are concerned. The "walls" of the box 
A are formed by a close-packed, nonoverlapping 
array of trees which have the same repulsive inter
actions (see Ref. 5 for details). 

The sets C of trees have the equilibrium distribution 

for C c A 
(5. 1) 

otherwise 

where U(C) is the total energy (Le., strength) of the 
interactions and is given by a times the number of 
neighboring pairs of trees in the set including C and 
the trees in the walls. Also (3 > 0 is the reciprocal 
temperature of the trees and 

ZA == :6 zICle-J3u(C). (5.2) 
Cell. 

Infinite volume limits of Pt and b. are defined as in 
model III. 

The result we obtain is 

Theorem 4: The moments ma(t, x, A) are bounded 
uniformly in t, x, and A for model IV provided that 

(3(a - I~ jJ.- al) > 210g3, (5.3) 

where /l = (3-1 logz is the chemical potential. 

For jJ. > 0, the left side of (5.3) does not exceed ~ (3jJ., 
so that this is a stronger result than Theorem 3. 
However, it is very weak compared to Theorem 2 
even for small a. This is due simply to the weakness 
of our estimates as explained at the end of this sec
tion. 

The method of proof is identical to that used for 
Theorem 3. Now, however, the boundaries on the 
transformed lattice are obtained by drawing lines 
along the common edges of adjacent empty squares 
(as before) and adjacent occupied squares. The prob
ability fIJ\(G) of an isolated contour G covering such 
a boundary satisfies 

(5.4) 

as shown by Dobrushin.5 Following the argument 
leading to (4. 8) yields the statement of Theorem 4. 

This result is weak because we have ignored the fact 
that trajectories end when they meet a pair of over
lapping trees. (In fact, Theorem 4 also holds for a 
model in which wind particles are allowed to pass 
straight through a pair of overlapping trees.) We 
might obtain a better result if we could adapt the 
method of Sec. 3; but it is difficult to estimate the 
probability of the empty set E in model IV. 

6. RECURRENCE TIMES AND LONG TERM LIMITS 

We can define a recurrence time T(A) as the average, 

J. Math. Phys., Vol. 13, No.7, July 1972 

with respect to tree configurations, of the time taken 
for a wind particle to return to its starting point with 
its initial direction. We confine our attention to cen
tral trajectories in this section. We also choose 
I pi = 1 and omit x dependence from the notation. A 
particle on a closed trajectory of length I J I returns 
to its initial state in time IJI. Since models I and III 
contain only closed trajectories it follows that in 
these models' 

T(A) = :6 PA(J)IJI. 
JE[x] 

(6. 1) 

Models II and IV contain both closed central trajec
tories and terminating central trajectories. If we 
define I JI to be twice the length of J if J is termina
ting, then (6.1) again gives the recurrence time. 

It is natural to define an infinite volume recurrence 
time by 

T = :6 P (J) I J I , (6.2) 
JE[x] 

the sum being over all closed arbitrarily long J, and 
where P(J), the probability of J, is equal to the pro
bability of the set of occupied sites in the" sausage" 
formed by the squares which border J. Two ques
tions immediately arise. Is the infinite series con
vergent and is it equal to the infinite volume limit of 
T(X, A)? The answers to both questions are yes for 
models I and II under our previous high density con
ditions with a suitable ordering of terms, as we now 
show; but in general the question remains open. 

First we define 

TjA) == :6 PA(J) IJI, 
JE[x.J\L 

(6.3) 

where [x, A] _ is the set of trajectories in [x] which 
do not touch the boundary trees of A. For model I 
we can replace PA(J) by P(J) in (6.3) [but not in 
(6.1)]. Since enlarging A simply results in adding 
terms to (6.3) it follows that 

But the arguments of Sec. 2 imply 

TjA):s ~ :6 j[2(1 + z)-1/4]i, 
j 

(6.4) 

(6. 5) 

so that T_(A) has a limit as A -- CXl by means of an as
cending sequence of A's, provided z > 15. But the T_ 

are just the partial sums of the series (6.2), so that 
their limit is just T. If we define [x, A] as the set of 
trajectories in [x] which do touch the boundary trees 
of A, we obtain 

O:s T(A) - TJA) = :6 PJ\(J) IJI 
JE[X.AI 

:S ~ :6 j[2(1 +z)-1!4]i, (6.6) 
j "=2 d (q,J\) 

where d(q, A) is the least distance from q to the 
boundary. If d(q, A) -7 CXl as A -7 CXl and z > 15, it 
follows that T(A) tends also to the same limit T. The 
same argument works for model II. 

Furthermore, T has the upper bound given by the right 
side of (6. 5). Similar upper bounds on T(A) apply to 
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the other models. The same arguments can be applied an almost periodic function. This behavior is prob-
to the moments ably peculiar to high densities. 

MoJA):;:= :B PA(J)IJla 
JC[X) 

(6.7) 

with a > O. These results immediately raise the 
question: are the M a finite when z is small and the 
density of the trees consequently low? 

The second question we consider in this section is 
the long-term (t --i> IX) behavior of the infinite volume 
moments ma(t) and the average velocity Pt in models 
I and II. We show that the Cesaro limits 

1 T 
ma :;:= lim T :B ma(t) (6.8) 

T-+lX) t~ 1 
and 

(6.9) 

exist under the previous high density conditions, and 
are given by 

(6. 10) 

and 
_ '" 1 fiJI 
ma:= L1 P(J)-I I' dtiq't(J)i a 

JE:(xl J ° (6.11) 

with q't(J) defined as in Sec. 2. 

To prove this we note from the argument used for the 
Ma that 

ma(t) = :B p(J)lq't(J)la 
Jc[xl 

(6.12) 

under the high density conditions. This shows, by the 
way, that ma(t) does not itself tend to a limit as t --i> IX), 

because it is a sum of periodic terms with increasing 
periods. We deduce that 

1 TIT 
T ~ ma(t) = ~ P(J) T :B Iq't(J) la. (6.13) 

t=l Jc[xl t=l 

But we have Iq't(J)I < IJI/2,sothat 

T + t~ Iq't(J)la < (IJI/2)a. 

But we know that the series 

~ p(J)(IJI/2)a = 2-aM a 
JC[x] 

(6. 14) 

(6. 15) 

converges. It follows from the Weierstrass M test 
that (6. 13) converges uniformly in T. We can there
fore take the limit T --i> IX) term by term in (6.13), 
which proves (6.10). A similar argument proves 
(6. 11). 

One can use the M test to show that the average velo
city can be written in the form 

Pt := ~ P(J)P't(J), 
Jc[xl 

(6. 16) 

where P't(J) is the velocity at time t for a particle on 
J. But the terms in this sum are periodic with in
creasing periodicity, so that the limit does not exist 
as t --i> IX), contrary to intuition. In fact Pt is clearly 

7. ABSENCE OF THERMALIZATION 

We consider a system of wind particles of unit mass 
in equilibrium with fugacity 2V21T and temperature 1, 
under the action of an external field h(q) ? 0 acting 
only on a finite region. The system is in a box A 
(defined previously for each model) and contains a 
set C of trees. Following Gallavotti,3 the one-par
ticle distribution function at time t = 0 is given, for q 
in the box A and p in one of the four allowed direc
tions, by 

pc(O,x,A):= exp[- ~p2 -h(q)]xc(q), (7.1) 

where Xc(q) is 0 if q is inside a tree in the set C, and 
is 1 otherwise. At time t = 0 the field is switched 
off and the system allowed to evolve. The distribu
tion function at time t is therefore 

Pc(t, x, A) := pdO, X_t(X, C, A), A] 

= exp{ - ~p2 - h[q_t(x, C, A)hc(q) (7.2) 

where x t == (qt, Pt) while qt and Pt were defined pre
viously and refer to the trajectory in zero field. The 
second equality in (7.2) holds because the kinetic 
energy, the set of allowed q, and the set of disallowed 
q are all conserved by the motion. The latter results 
from our condition that a particle initially in a tree 
remains" stuck" in that tree for all time. 

The average of Pc is defined by 

x exp{-h[q_t(x,C,AJ}. (7.3) 

We say that the system thermalizes if pet, x, A) tends, 
as A --i> IX) and t -+ IX), to the equilibrium distribution 
function in zero field averaged over tree configura
tions, namely 

pO(x,A) = exp(- ~p2) I) fi\(C)xc(q) 
ccA 

= exp(- ~p2) :B fA(C), 
ccA'S(q) 

(7.4) 

where S(q) is the set of (0,1, or 2) lattice points upon 
which the placing of a tree would cover a wind par
ticle at q. The sum in (7.4) is just the probability 
that q is not inside a tree. 

As a diversion we note from (3. 1) that, for models I 
and II, 

(7.5) 

for q E A, where Is (q) I == 1 in model I and 2 in model 
II, for almost all q. 

We now show that thermalization does not occur, 
using essentially the argument of Gallavotti. 3 Let w 
be the (square) region which would be covered if a 
tree were placed at the origin. Suppose that h(q) ? h' 
> 0 for q E w. Then the result we obtain is 

pO (x, A) - p(t, x, A) ? exp (- ~p2)[1 - exp(- h')]O" A 

(7.6) 
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for q E w, all p, t, and A, where a A is the probability 
that the origin contains no tree and W is bordered by 
trees, as shown in Fig. 6. For example, in model I, 
a A is the probability of finding trees only on the four 
corner sites in a square array of five sites. Using 
(1. 1) therefore gives a" == z4(1 + z)-5 for all A. In 
model II we find a" == z4(1 + z)-9. 

It is apparant that a A > € > 0 for all A in models III 
and IV also, so that (7.6) states that p is bounded 
away from pO uniformly in t, A, and q E w. This ex
cludes the possibility of thermalization. It is a more 
explicit version of the result obtained in Ref. 3 for the 
continuum wind-tree model with overlapping trees. 

To prove (7.6), we use (7.4) and (7.5) to obtain 

pO (x, A) - p(t, x, A) 2: exp(- ip2) I; fA(Clxc(q) 
CEfF 

x (1 - exp{ - h[q_t(x, C, A) J}), (7.7) 

where fF is the family of sets C containing the con
figuration in Fig. 6. If q E wand C E fF, it is clear 
that the particle is trapped in w, so that q-t(x, C, A) 
E W for all t. Consequently h[q_t(x,C,A)] 2: hi for all 
t and C E fF, which leads to (7.6). 

The infinite volume (A --7 co) limits of the functions 
pO (X, A) and p(t, x, A) can be proved to exist for small 
enough z, in all four models, by the argument of Ref. 
3. They also have power series expansions in z which 
are convergent for small z. In models I and II, one 
has the stronger results that 

pO(x) == lim pO (x, A) = exp(- ip2)(1 + ztIS(q)1 
"-->00 

p(t,x) == lim p(t,x,A) = exp(-~p2)(1 + ztIR(t,X)1 
A"" 00 (7.8) 
x I; zlC I Xc(q) exp{ - h[q_t(x, C)]}, 

CcR(t,X) 

where R (t, x) was defined in Sec. 1. These limits 
clearly exist for all z and have power series expan
sions in z ("fugacity expansions") which converge for 
\z \ < 1. These are known however1, 3 to be useless 
for describing the t --7 co behavior of p(t, x) [and 
.t1 (t, x, )] because the coefficients diverge when t --7 ri:J. 

Absence of thermalization immediately raises the 
question-to what limit, if any, does p(t, x) tend when 
t --7 co? The answer is that it does not tend to any 
limit under the high density conditions. To show this 
we use previous arguments to show that 

p(t,x) = exp(-ip2) I; P(J)oJ(q) exp{-h(q'_t(x,J)]}, 
Je[x] (7.9) 

where oJ(q) is 0 if q lies inside one of the trees in the 
sausage surrounding J and is 1 otherwise. Thus 
p(t, x) is a sum of periodic terms with increasing 
periods, and is therefore almost periodic. 

On the other hand our previous arguments also show 
that 

U
" 

,0~, 

. . " 
w 

::1 . . . 
FIG.6. The configuration of trees 
which traps a wind particle in w. 
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T 

lim ..! I; p(t, x) 
T .... OO T t=1 

exists and is equal to 
IJI 

exp(-ip2) I; P(J)I5 J (q)_\1\ I; exp{-h[q~t(x,J)]}. 
JE[X] J t=1 (7.10) 

8. DISCUSSION 

The models discussed here are to some extent rela
ted9 to models of percolation. 10 - 12 In the latter 
models bonds are removed from a lattice and quanti
ties like the probability of an infinite connected piece 
of lattice are studied. A walk on such a lattice is 
reminiscent of a trajectory in our models if we take 
the presence of a subtree (see Fig. 4) to represent the 
cutting of four bonds. In our models, however, there 
are strict dynamical laws which influence the results. 
For example, in model I, the number of trajectories 
of length j is bounded as 2 j-I; but the number of walks 
of the same length is bounded only as 3 i-I. 

The results we have obtained give rise to many inter
esting questions and have many possible extensions 
and generalizations. One would expect that Theorem 
4 could be strengthened by using a method like that 
used in the proof of Theorem 2, where the effect of 
overlapping is taken into account. It should be pos
Sible, in turn, to strengthen Theorems 1 and 2 by a 
more refined analysis. Our methods certainly give 
us no reason to believe that our estimates are close 
to the best possible ones. 

It may be possible to extend our results to the count
less variants of the present models, with trees of 
various sizes on different types of lattice. For ex
ample, we could have hexagonal trees on a triangular 
lattice (see Ref. 5), where the wind particles can move 
in the six possible lattice directions and are deflected 
through 60° by a tree. Analogues of the four models 
considered in the present paper could be studied. 
Three-dimensional models might also be of interest. 

The most important problem raised by our results is 
to determine the low density behavior of the models. 
The first thing one might try to prove is that, at least, 
.t1(t) --7 co as t --7 co for small enough z. This in itself 
would be interesting, because it would imply the exis
tence of a transition in the diffusion behavior for 
some value of z. In model III, this transition may 
coincide with the freezing transition in the trees; but 
our results do not indicate this: our upper bound 16 
on z in Theorem 3 is lower than that required by 
Dobrushin to ensure that the trees are in their 
"frozen" state. However, no definite conclusion can 
be drawn, because the freezing transition has been 
shown numerically4 to occur when z ~ 4. Further
more, there is no freezing transition in models I and 
II. 

The absence of thermalization proved in Sec. 7 shows 
that the effect of trapping is felt even at low densities. 
It is natural to ask to what extent thermalization, or 
its absence, is related to diffUSion, or its absence. 
Suppose F t(r) is the probability that a wind particle 
travels a distance not exceeding r during time t. 
From Chebychev's inequality we deduce that 

L\.(t) 2: r2[1 - F t(r)] for all r. (8. 1) 

Thermalization means that F t(r) --7 0 as t --7 co, which 
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implies that t.(co) > r2 for any r. Thermalization 
therefore implies existence [A (t) ~ 00 ] of diffusion. 
Conversely, absence of diffusion [t.(t) < A] implies 
absence of thermalization. However, absence of 
thermalization (which we have) does not exclude dif
fusion, and even allows normal diffusion [t. (f)lt ~ 2 D 
> 0]. This can be seen by considering a density func
tion iter), for a wind particle to travel a distance r in 
time f, given by 

for r =-= 1 
(8.2) 

for r 2: 1 

where at := (1 + 2f)/(1 + 3f). As f ~ 00, this density 
function tends to the limit 

for r =-= 1 
(8.3) 

for r 2: 1 
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which implies absence of thermalization. However 

A(f) _ ! 100 d 2f ( ) _ (1 + 2t) 
t - torr t r - 3f 

(8.4) 

which is normal diffusion, [Try also replacing t by 
fn in (8. 2)!] 

It is clear that most of the important questions re
main unanswered. An indication of these answers 
may be obtainable from computer experiments like 
those of Wood and Lado. 
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A general theory of spherically symmetric boundary-value problems of the one-speed neutron transport theory 
is presented. The formulation is also applicable to the "gray" problems of radiative transfer. The Green's 
function for the purely absorbing medium is utilized in obtaining the normal mode expansion of the angular 
densities for both interior and exterior problems. As the integral equations for unknown coefficients are 
regular, a general class of reduction operators is introduced to reduce such regular integral equations to 
singular ones with a Cauchy-type kernel. Such operators then permit one to solve the singular integral equa
tions by the standard techniques due to Muskhelishvili. We discuss several spherically symmetric problems. 
However, the treatment is kept sufficiently general to deal with problems lacking azimuthal symmetry. In 
particular the procedure seems to work for regions whose boundary coincides with one of the coordinate sur
faces for which the Helmholtz equation is separable. 

INTRODUCTION 
In an earlier paper Case et al. l solved several 
spherically symmetric boundary-value problems of 
the one-speed neutron transport theory for homo
geneous isotropically scattering media. In parti
cular they illustrate the Green's function approach, 
introduced by Case,2 by directly obtaining the normal 
mode expansions of the angular densities for interior 
and exterior problems. They also show that the 
appropriate integral equations for expansion coeffi
cients, which are regular (due to the regularity of 
the normal modes) and hard to solve by convention
al methods, may be replaced by soluble auxiliary 
singular integral equations for the same expansion 
coefficients. Thus, they introduce certain reduction 
operators which have essentially the property of 
transforming such regular integral equations into 
singular integral equations with a Cauchy-type 
kernel. In this paper we extend their treatment in 
two ways. First we remove the restriction that the 
media are isotropically scattering which entails 

the introduction of two general classes of reduction 
operators corresponding to interior and exterior 
problems. Second, we introduce a slightly different 
method which utilizes the infinite-medium Green's 
function Go for a purely absorbing medium in formu
lating the boundary-value problems. Regarding this 
second aspect, we show that, although the final inte
gral equations one must solve for expansion coeffi
cients are identical to the ones encountered in the 
formulation utilizing the infinite-medium Green's 
function G characteristic of the medium, our approach 
has the advantage that it eliminates the cumbersome 
process of constructing different Green's functions 
for media with different scattering properties. In 
that sense the methodology presented here incor
porates the Green's function technique discussed in 
Ref. 2 and illustrated for spherical geometry in Ref. 1. 
More specifically, we introduce certain restricted 
Fourier amplitudes for any arbitrary geometry. 
Thus, if one expands the scattering kernel in terms 
of say, spherical harmonics, then those restricted 
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implies that t.(co) > r2 for any r. Thermalization 
therefore implies existence [A (t) ~ 00 ] of diffusion. 
Conversely, absence of diffusion [t.(t) < A] implies 
absence of thermalization. However, absence of 
thermalization (which we have) does not exclude dif
fusion, and even allows normal diffusion [t. (f)lt ~ 2 D 
> 0]. This can be seen by considering a density func
tion iter), for a wind particle to travel a distance r in 
time f, given by 

for r =-= 1 
(8.2) 

for r 2: 1 

where at := (1 + 2f)/(1 + 3f). As f ~ 00, this density 
function tends to the limit 

for r =-= 1 
(8.3) 

for r 2: 1 
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which implies absence of thermalization. However 
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(8.4) 

which is normal diffusion, [Try also replacing t by 
fn in (8. 2)!] 

It is clear that most of the important questions re
main unanswered. An indication of these answers 
may be obtainable from computer experiments like 
those of Wood and Lado. 
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A general theory of spherically symmetric boundary-value problems of the one-speed neutron transport theory 
is presented. The formulation is also applicable to the "gray" problems of radiative transfer. The Green's 
function for the purely absorbing medium is utilized in obtaining the normal mode expansion of the angular 
densities for both interior and exterior problems. As the integral equations for unknown coefficients are 
regular, a general class of reduction operators is introduced to reduce such regular integral equations to 
singular ones with a Cauchy-type kernel. Such operators then permit one to solve the singular integral equa
tions by the standard techniques due to Muskhelishvili. We discuss several spherically symmetric problems. 
However, the treatment is kept sufficiently general to deal with problems lacking azimuthal symmetry. In 
particular the procedure seems to work for regions whose boundary coincides with one of the coordinate sur
faces for which the Helmholtz equation is separable. 

INTRODUCTION 
In an earlier paper Case et al. l solved several 
spherically symmetric boundary-value problems of 
the one-speed neutron transport theory for homo
geneous isotropically scattering media. In parti
cular they illustrate the Green's function approach, 
introduced by Case,2 by directly obtaining the normal 
mode expansions of the angular densities for interior 
and exterior problems. They also show that the 
appropriate integral equations for expansion coeffi
cients, which are regular (due to the regularity of 
the normal modes) and hard to solve by convention
al methods, may be replaced by soluble auxiliary 
singular integral equations for the same expansion 
coefficients. Thus, they introduce certain reduction 
operators which have essentially the property of 
transforming such regular integral equations into 
singular integral equations with a Cauchy-type 
kernel. In this paper we extend their treatment in 
two ways. First we remove the restriction that the 
media are isotropically scattering which entails 

the introduction of two general classes of reduction 
operators corresponding to interior and exterior 
problems. Second, we introduce a slightly different 
method which utilizes the infinite-medium Green's 
function Go for a purely absorbing medium in formu
lating the boundary-value problems. Regarding this 
second aspect, we show that, although the final inte
gral equations one must solve for expansion coeffi
cients are identical to the ones encountered in the 
formulation utilizing the infinite-medium Green's 
function G characteristic of the medium, our approach 
has the advantage that it eliminates the cumbersome 
process of constructing different Green's functions 
for media with different scattering properties. In 
that sense the methodology presented here incor
porates the Green's function technique discussed in 
Ref. 2 and illustrated for spherical geometry in Ref. 1. 
More specifically, we introduce certain restricted 
Fourier amplitudes for any arbitrary geometry. 
Thus, if one expands the scattering kernel in terms 
of say, spherical harmonics, then those restricted 

J. Math. Phys., Vol. 13, No.7, July 1972 



                                                                                                                                    

1014 MADHOO KANAL 

amplitudes are defined as the volume restricted 
Fourier transforms of the harmonic moments of 
the angular density, where the volume is the region 
in which the angular density is to be determined. It 
turns out that such amplitudes are precisely the 
phase space integrals involving Fourier coefficients 
of G and restricted in the configuration space to the 
bounding surface of the volume under consideration. 
Before we elaborate on these two aspects of the 
restricted amplitudes and how they may be used in 
obtaining the spectral representations of the angular 
densities, we wish to point out that in the sequel the 
treatment of boundary-value problems presented 
here differs from a similar type given by Case and 
ZweifeP as follows. They utilize Go (the Green's 
function for a purely absorbing medium) to obtain 
spectral representations of the harmonic moments 
of the angular density. Their procedure for aniso
tropic scattering kernels results in a set of coupled 
integral equations which are hard to solve for the 
appropriate expansion coefficients. The procedure 
presented here seems to be more desirable primarily 
for two reasons. One, we are able to set up the 
spectral representations of the angular densities in 
terms of normal modes directly by using Go, and, two, 
the aforementioned restricted Fourier amplitudes 
possess a factorization property, similar to the one 
discussed for the planar case in Ref. 4, which allows 
one to decouple the appropriate integral equations 
for determing the unknown quantities. As in the 
Case- Zweifel approach, our procedure seems to 
work for homogeneous or inhomogeneous problems 
for regions whose boundary coincides with one of 
the coordinate surfaces for which the Helmholtz 
equation is separable. For the purposes of illustra
tion we solve some spherically symmetric albedo 
and Milne problems for the interior of a sphere and 
the Milne problem for the exterior of a black sphere. 
However, the procedure is kept sufficiently general 
to deal with the problems which satisfy the separabi
lity criterion of the Helmholtz equation. 

In passing we remark here that the spherically 
symmetric problems (for homogeneous isotropically 
scattering media) have been discussed in the litera
ture. 5- 7 In particular, Erdmann and Siewart7 use 
the basis set of spherically symmetric normal modes, 
obtained by Davison5 and later by Mitsis,6 to expand 
the Green's function. Their procedure in the light 
of our formulation results in regular integral equa
tions for expansion coefficients. We shall see later 
that such regular equations cannot be reduced to 
singular ones by an application of reduction operators. 
The reason, which we merely state here, is that the 
reduction operators do not commute with the spectral 
repre sentations of the angular density. 

1. GENERAL FORMULATION USING THE GREEN'S 
FUNCTION FOR A PURELY ABSORBING 
MEDIUM 

The one-speed transport equation we wish to con
sider is 

(1 + U'~)-I!(r, U) = (C/41T)fdU'P(U,U')-I!(r, U') 

+ Q(r, U), (1. 1) 

where in the usual notation w(r, U) is the neutron 
angular density (or specific intenSity of radiation in 
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a homogeneous grey atmosphere), U is the direction 
of neutron propagation at the position vector r, 
P(U' U') is the rotationally invariant scattering 
kernel, C is the average cross section for producing 
secondary neutrons (or albedo for single scattering), 
Q is some given source, and ~ is the gradient oper
ator. 

Let us conSider a time-reversed adjoint equation 
for a purely absorbing medium, i.e., 

(1 - U'~)G o(r, - U; r o' - Uo) = o(r - ro)o(u·uo)' 

In a conventional way we combine Eqs. (1. 1) and 
(1. 2) to obtain 

lJt(r, n)e(rEV) 

- - i dU'dS' n(r')·U'\}t(r' U')G (r U· r' U') - s s S' 0" s' 

+ (C/41T)ivd3r'dU'dU" p(W'U'H(r', U') 

x Go(r,U;r',U")+ !vd3r'dU r Q(r',U') 

x G o(r, U; r', U'), 

(1. 2) 

(1. 3) 

where V is the volume in which \}t(r, U) is to be 
determined, S is the surface bounding V, n (rs ) is a 
unit normal at S pointing away from V, rs is a point 
on S, and 

\ 1 when r lies in V 
e(rEV) =; t 0 otherwise 

(1. 4) 

is the general form of the Heaviside step function. 
Finally, in arriving at Eq. (1. 3), we used the recipro
city relation 

Just for the sake of comparison we also present the 
integral representation of \}t(r, U) as one would 
obtain by employing the time reversed adjoint equa
tion for C 7' 0, i.e., 

(1 - U'~)G(r, - U; r o, - Uo) = (C/41T)JdU'P(U'U') 

x G(r, - U'; r o, - Uo) + o(r - ro)o(U.U o)' (1. 6) 

The integral for lJt(r, U) is then given by 

-I!(r, u)e (rE V) 

= - fsdU'dS' n(r;)'U'-I!(r;, U')G(r, U; r;, U') 

+ fvd3r'dU' Q(r', U')G(r, U; r', U'), (1. 7) 

where the reciprocity relation (1. 5) also satisfied by 
G was used in arriving at this equation. 

We remark that, in contrast to the integral repre
sentation (1. 7), here it seems that Eq. (1. 3) is an 
integral equation for lJt(r, U), since the second term 
on the right hand side involves lJt(r, U). Furthermore, 
it may seem that one must either know the surface 
distribution [in Eq. (1. 3)] a priori or solve an addi
tional integral equation obtained by letting r ~ rs' 
In other words, if Go is to be an infinite-medium 
Green's function, then Eq. (1. 3), in comparison with 
Eq. (1. 7), is apparently an overspecification of the 
problem. However, as we shall see presently, such 
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is not the case. For that purpose we introduce the 
restricted Fourier amplitudes, mentioned previously, 
and show that representations (1. 3) and (1. 7) are 
actually equivalent. 

Let us first take the Fourier transform of Eq. (1. 2) 
and use the reciprocity relation (1. 5) to obtain 

1 { e iK· (r-rJ 
Go(r, 0; r o, 0 0 ) = 6(0-0 0 ) (21T)3 Jd 3K 1 + iK-O' (1. 8) 

Substitution of Go in Eq. (1. 3) then yields 

1 ( e iK' r 
1J1(r, 0)8(rEV) = -- Jd 3K 1 + 'K 0 

(21T)3 t -

X [- ~ds' e-iK·r~12(r~)·n1J1(r~,O) 
+ :1T Iv d 3r'dQ' e- iK' r 'P(O'O')1J1(r', 0') 

+ Id 3r' e-iK'r'Q(r', Q)]. (1. 9) 

Without loss of generality we approximate P(Q, Q ') 
by a degenerate kernel consisting of spherical harm
onics as shown below: 

N I 

P(O-O') = 41T:E :E bl Y/~n (OK)Y1m(0K). (1. 10) 
z=o m=-l 

Here we have used the rotational invariance of 
P(O-O') and utilized the K vector as the vertical axis 
of a coordinate system so that 

with cf> and cp' being the azimuthal angles of 0 and 0' 
in a plane perpendicular to the K axis, respectively. 
Putting the expansion (1. 10) in Eq. (1. 9), we obtain 

1J1(r,0)8(rEV) 

= _1_ Id 3K ei~'r (1 d3r'e-iK'r'Q(r' 0) 
(21T)3 1 + tK'O v ' 

- Is ds' e-iK' rS12 (r;)-01J1(r;, 0) 

+ ctbl Ytm (OK)R1m(K») , (1.11) 
I,m 

where 

R1m(K) = I
v

d 3r'dQ' e-iK'r'Ylm (OK) 1J1(r/, 0) (1.12) 

are the restricted Fourier amplitudes. More explicit
ly, R1m(K) are the volume restricted Fourier trans
forms of the spherical harmonic moments of the 
angular density. If we take the Fourier transform of 
Eq. (1. 11) and take the harmonic moments of the 
resulting equation, then we find that the Rzm(K) satisfy 
an algebraic equation which is given by 

N 

.E Rzm(K)Am(l,I';K) 
l=iml 

= (dO ll'm~O) [fd,3r ' e-iK'r'Q(r' 0) 
)1 1 + zK-O J' , 

- IdS' 12 (r;)-01J1(r;, o)e-iK.rsl 

where 

I 
Yz~(nK)Yllm(nK) 

Am(l, I'; K) = fill' - Cbl dO 1 + iK'O . 

When the determinant (the dispersion function) 

(1. 13) 

(1. 14) 

(1. 15) 

of the system of equations (1. 13) is not zero, we have 
the unique solution 

N d (l ) 
R

z 
(K) =.E m l':K 

m 1'=lml Am(K) 

x (dO YI',:,(Q) [Id 3r' e-iK'r'Q(r' 0) 
JI 1 + zK-O ' 

- IdSle-iJCors'n(r~)-n1J1(r;,n~, (1.16) 

where dm(~':K) are minors associated with indices 
(i, n. 
From Eq. (1. 16) in conjunction with Eq. (1. 11) it is 
now clear that once the surface angular density 
1J1(r, 0) is known, then Rzm(K) are known. In conse
quence 1J1(r, Q) is determined everywhere in V. In 
other words, Eq. (1. 3) is not an overspecification of 
the boundary value problems since all we require is 
the determination of the surface angular density. 

We now proceed to examine some generally useful 
properties of the restricted amplitudes Rim in spheri
cal geometry. 

(1) In linear relations (1. 13) among RIm' if we regard 
K as a complex vector, i.e., K = (K, 'Ii) such that K 
can be a complex number, and in the spherical geo
metry note that 

Q(r,O) = Q(r, Y-O, azimuth angles of rand 0) 
and 

1J1(rs' n) = 1J1(rs' ~ -0, azimuth angles of rs and n), 

then Rim are independent of k, and, furthermore, under 
the reflection K -? - K, 

(1. 17) 

(2) The R1m(K) are sectionally holomorphic in the 
complex K plane with a branch cut for K = - ioo 
to - i and i to ioo independent of the value of m, and 
have poles at the zeros of the determinant Am(K) 
[see Eq. (1.16)], the number of which is dependent on 
the value of m. In particular, if, for a given value of 
m, Am(K) is zero for real values of K, then Rim (K) 
are not unique and must be interpreted as generalized 
functions. 

(3) The Rlm(K) diverge exponentially as K -? 00. 

(4) If 1J1(r,O) is spherically symmetric, i.e., 

1J1(r, Q) = 1J1(r, 1"'-0), 
then 

Rlm(K) = fimoRIO(K). 

(1.18) 

(1. 19) 

In the following section we shall list some more pro
perties of the restricted amplitudes relevant to the 
spherically symmetric problems which we consider 
in some detail. Our objective will be to utilize those 
properties in casting the integral representation 
(1.13) into a normal mode expansion form and also 
to produce auxiliary Singular integral equations for 
expansion coefficients by an appropriate fl.pplica
tion of reduction operators. The procedure we 
follow is essentially that discussed in Ref. 1, but 
somewhat more general so that it can be readily 
adapted to problems lacking azimuthal symmetry. 
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2. GENERAL FORMULATION FOR SPHERICALLY 
SYMMETRIC PROBLEMS 

Under spherical symmetry Eq. (1. 11), by virtue of 
property (4) (Sec. 1), becomes 

'l1(r, il)8(rEV) 

1 { e iK ' r ( A == -- Jd 3K 1 + 'K n q(K; n) - F{K, kon) (211")3 t 0 

N 

+ 4~ ~o bz (2l + I)Pz(1i on)Rz{K»), (2.1) 

where J.l == ron, 

q(K, m = Jd 3r' e-iK'r'Q(r', n), (2.2) 

F(K, kon) == E 1ds' e-iK'rtn(rJon'l1(rs' rs'·n), (2.3) 

and 
Rz(K) == Jv d 3r'dn' e-iK'r'pz{kon')>J1(r', J.l'), (2.4) 

6(r€V) -) 8(rs - r) for interior problems 
-I 6(r - rs) for exterior problems. 

In (2. 3) the unit normal n(r;) at the surface of the 
sphere (of radius rs) now always points in the direc
tion of increaSing r, whence E = + 1 (- 1) for interior 
(exterior) problems. 

Assuming that if there is any internal or external 
source then it is independent of n and isotropic in 
the spatial coordinate, i.e., 

Q(r, n) == Q(r), (2.5) 

then we can reduce the set of algebraic equations 
(1. 13) (for m = 0) to 
N Jl lj,(t) 
~ Rz(K)A(l, l';K) = 211 _ldt 1 + iKt (q(K) - F(K, t)J, 
1-0 (2.6) 
where now 

, 1 Jl Pt {J.l)Pt , (J.l) 
A(l, l ;K) = 6w - cbz(l + 2) dil 1 + X ' 

-1 t J.l 
(2.7) 

q{K) == 1 d 3y' e-iK'r'Q(r'), 
and v 

(2.8) 

F(K, t) == E211r; 1: dil'J.l' e- iK1'iIl ' 

x Jo(Krs((1 - il'2)(l - t2))1/2)>J1(rs, J.l'). (2.9) 

In what follows our efforts will be directed toward 
the conversion of the Fourier integral representation 
(2. 1) of 'l1(r, ill into the spectral representation in 
which the functions occurring are the spherically 
symmetric normal modes of the transport equation 
and in which the integral is over the spectrum of the 
transport operator. For instance, for the interior 
problems (r < rs) such a representation would be of 
the form 

o 
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FIG.1. Contour in the upper 
half of the complex K plane. 

1 fl >J1(r, J.l)6(rs - r) == 'l10(r, ill + 211i 0 dllr«II)Ev (r, ill 

1 M 
+ -2 . 6 r~(Ij)Ev(r, ill (2.10) 

l1t j=O J 

where >J1 o(r, J.l) is the source angular density, E v (r, 11) 
and E"j (r, Il) are the continuum and the discrete 
regular modes corresponding to continuum and dis
crete spectra of the transport operator, respectively, 
and r< (II) and rp(II.) are the expansion coefficients 
which are to be delermined by the boundary condition 
at r = rs' As mentioned previously, since such inte
gral equations are regular and hard to manage analy
tically, we shall produce auxiliary singular integrals 
for the same expansion coefficients by an applica
tion of reduction operators [see Eqs. (2. 37), (2. 38)J 
to Eq. (2.1). Thus, for interior problems such equa
tions would be of the form 

1 Jl >J1(rs,l1) = 'l1R (rs, Il) + 211i 0 dllrAII)[ Lv(il) + L_v{ll)] 
1 M 

+ -2 ·6 rp(Ij)(Lv(ll) + L-v.(Il)J, (2.11) 
1TZ j =O J J 

where >J1 R{rS , 11) is the transformed source angular 
density at the surface and Lv (Il), Lv' (Il) (see Eqs. 
(4.14), (4. 15)] are the reduced norrb.al modes with a 
Cauchy type kernel. Analogous equations for exterior 
problems will also be given. 

Now, in order to convert the Fourier integral repre
sentation (2. 1) of >J1{r, Il) into the spectral representa
tions (for interior and exterior problems), our rather 
straightforward procedure (cf. Ref. 1) will consist of 
isolating the angular integrals over K and extending 
the integral with respect to K over the whole line 
- 00 < K < 00. The latter step is possible by virtue of 
the reflection property (1. 17). Then, by appropriately 
rearranging the integrands to insure convergence we 
shall consider the contour in the upper half complex 
K plane, as shown in Fig. 1, and apply the Cauchy 
formula. For that purpose we need to know the re
levant singular and algebraic properties of the re
stricted amplitude Rz(K) [in addition to the property 
(2), Sec. 1] explicitly which will be useful in obtaining 
the appropriate spectral representations of angular 
densities for interior and exterior properties. 

Properties of R1(K) 

For the sake of convenience we separate out the 
source term in the linear relations (2.6) by writing 

(2. 12) 

so that RI(K) and SI(K) satisfy the following linear 
relations: 
N J 1 Ff,(t) 6 Rz(K)A(l, l';K) == - 211 dt 1 + Xl F(K, t) 

1=0 -1 t 
(2.13) 

and 
N J 1 Ff,(t) 

1~/I(K)A(l, l';K) == 211q(K) _ldt 1 + iKt' (2. 14) 

For interior problems (r < rs) we further affect the 
decomposition of RI(K) into two parts, 

(2.15) 

such that R1(1), (2)(K) converges in the upper (lower) 
half of the complex K plane. One may readily show 
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that in (2.9) if we use the following expansions 8: 

e-iKrstt' Jo(Krs[ (1 - t2 )(1 - ['2)]) 

00 

= 6 (-l)ni njn(Krs )P.t(t)P.t{t') (2.16) 
n=O 

and 
2j n (z) = hJl)(z) + hJ2)(z), (2. 17) 

where.in (z) and hJl), (2)(z) are spherical Bessel and 
Hankel functions, then, explicitly, 

N 

6 R
l
(l),(2)(K)A(l, l';K) 

l=O 

1. Recurrence Relations for Rr. Rz<l) , (2) and 51 

(2.18) 

In the sets of linear relations (2.13), (2.14), and 
(2.18) if we write the matrix elements A(l, 1', K) as 

1 J 1 IHIl)Pz, (ll)iK 11 
A(l, l';K) = 0ll'(1 - cbz) + cbz(l + 2) -1 dll 1 + iKIl 

(2. 19) 

and use the recurrence relation for Legendre poly
nomia, i.e., 

(2.20) 

then the aplitudes Rz(K), R/l). (2) (K), and 51(K) are seen 
to obey the following recurrence relations: 

(21 + 1)(1 - cbz)Rz(K) + iK[(l + l)Rz+1(K) + LRz_1(K)] 

= - £(21 + 1)41T2r;il(- l)ljz(Krs ) 

J 1 (2. 21) 
x d t tPz (t)'l!{rs> t), 

-1 

(21 + 1)(1 - cbz)R/1). (2)(K) + iK[ (I + I)R/]} (2)(K) 

and 

+ lRz~\)' (2)(K)] 

= - £(21 + 1)41T2r;(-1)li Zh?).(2)(Krs ) 

x tdt tPz(t)'l!(r .. t), 
-1 

(2. 22) 

(21 + 1)(1 - cbz)5z(K) + iK[(l + I)SZ+l(K) + lSl_1(K)] 

= 4nozoq(K). (2.23) 

2. Factorization of Rz. R(1), (2), and Sz 
If ~1(Z) denotes any of ~(z), Rfl),(2), Sl(Z), where Z = 
ilK, then from recurrence relations (2. 21)-(2. 23) 
we conclude that 

(2.·24) 

where gl(Z) are a complete set of orthogonal polyno
mia in z (orthogonal in the Steiljes sense)9 which 
satisfy the following recurrence relation: 

(2l + I)z(I - cbz)gz(z) = (l + I)gz+1(z) + 19z_l(z)' 

go == 1. (2.25) 

Also, depending upon what ~l(Z) denotes, Wz(z) are 
also polynomia in z which satisfy the corresponding 

recurrence relations (2.21)-(2.23) with Wo == O. 

3. Factorization of ~l(Z) in the SPectrum of the 
Transport Operator 
If v is any point in the simple spectrum of the trans
port operator defined in the complex z plane (i.e., 
z = i/ K) and if we denote by 

Dz(v) == ~;(v) - ~z-(v), 
and 

if v E [- 1, 1], (2.26) 

Dz(v) == lim (z - vmz(z), 
z .... v 

if v is a simple zero of 
A(v) such that v ¢ [-1, 1], 

(2. 27) 
where +(-) represents the boundary value as Z 

approaches the cut from the top (bottom) (see Fig. 2), 
then 

(2.28) 

4. Auxiliary Set of Linear Relations for Rz(K) and 
Rz(1)(K) 
If {B(I, n; K)} and {B (1), (2)(l, n; K)} are three sets of 
N x N matrices whose elements are given by 

J 1 ~ (11) ( /i(Il) 
B(l, n;K) = i Z 

-1 dill + iKIl (1 - cbz)(21 + 1) jl(K~) 

-KI .Pz-l(ll) +K(l + 1) .FL1(1l») (2.29) 
JI-1 (Krs) JZ+1 (K~) 

and 

B (1), (2)( I, n; K) 

_'IJ1 d P.t(Il) «I-Cb)(21+1) Pz(Il) 
- z -1 III - iKIl I hpj, (2)(Kr

s
) 

-Kl Pz-1(1l) + K(l + 1) Pz+l(ll) ) (2.30) 
h~:Yi(2)(Krs) hlPi(2)(KrJ ' 

respectively, then RI(K) and RP)' (2) (K) also satisfy the 
set of linear algebraic relations given by 

N J 1 'l!(~, 11) 6 ftl(K)B(l, n; K} = - €8n2r; dll/lP.t (Il) 1 + 'K 
-0 -1 z 11 

z- (2.31) 
and 
N 

6 R/1), (2) (K)B (1). (2)(l, n; K) 
1~0 

J 
1 'l!(r., 11) 

= - €8n2r; dll/lP.t (11) 1 'K' (2.32) 
-1 - 1 11 

[(1) with (1) and (2) with (2).] See Appendix A for 
proof. 

x 

-I 

x 

X 

4+(V'- __ "" 

\ 

I +1 
/ 

£l,l(')--/ 

X 

FIG. 2. Boundary values of :Dz(z) across the branch cut. - repre
sents branch cut for :Dz(z); x represent poles of :Dz<z). 
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5. Reflection Properties 
Under the reflection K --') - K, 

and 

RI(-K) = (-l)IRI(K), 

RP)(- K) = (- 1)IRz(2)(K) , 

SI(- K) = (- l)lSz(K), 

(2.33) 

(2.34) 

(2.35) 

(2.36) 

We shall now utilize these properties in affecting the 
transition from the Fourier integral representation 
(2. 1) of the angular density to the spectral repre
sentation of the form given by Eq. (2. 10). In parti
cular, we shall see that factorization property (3) 
stated by Eq. (2. 28) will be useful in reducing the 
problem of solving several integral equations to that 
of solving only one and the property (4) will be of 
crucial importance in generating singular normal 
modes by means of reduction operators. Thus, let us 
introduce those operators here. 

Reduction Operators 

Consider two classes of operators Tz(l) and TP) 
defined by 

T (1) == lim J ex)dr' r'2h (2) ~ J dlJ.' !f(jl) (
.,) 1 

z r~r s r Z f.l -1 

x 1 + J.1.'-+ ,... -, ~ 
a 1 - ,,'2 a) 

ar' r' aIJ.' 
IJ. < 0, 

and 
r (.,) 1 

T/2) == lim J dr' r'2hz(2) ~ J dIJ.'Pz(fJ.') 
r->'Ys -ex) J.1.-1 

x (1 + J.1.,_o_ + 1 - J.1.'2 ~), 
ar' r' aJ.1.' 

(2.37) 

(2.38) 

We shall associate TI(l) with interior and Tl2) with 
exterior problems. 

3. INTERIOR PROBLEMS 

Consider now the particular situation involving 
determination of the angular density inside a sphere 
of radius rs for a given incident angular density. 
Without loss of generality we let the internal source 
(if any) to be a point source at the origin, i.e., 

Q(r) = qo(r). (3.1) 

Equation (2.1) then becomes 

1 J e
iK

•
r 

[ (' \{I(r, IJ.)8(rs - r) = (27T)3 d3K 1 + iKon q - F(K, Ron) 

+ ~n z~ b/(21 + 1)E; (fon)Rz(K)]. (3.2) 

USing the cosine formula for k·f' in the exponential, 
i.e., 

k· r = tIJ. + [(1 - t2)(1 - J.1.2»)1/2 COS(CPK - CPr) (3.3) 

where IJ. = ron and t = kon, we perform the angular 
integrals with respect to K to obtain 

1 f"" J1 dt . \{I(r IJ.)8(r - r) = - dK K2 . e iK'Yt~ 
, s 47T20 -11+zKt 

x Jo(Kr[ (1 - t2 )(1 - IJ.2)]1/2) 

J. Math. Phys., Vol. 13, No. 7,July 1972 

x (q - F(K, t) + 4~1~ bz(21 + l)Pz(t)Rz(K»). (3.4) 

Under the reflection property (2.36) of Rz(K) we may 
extend the integral with respect to K over the whole 
line and use the decompositions (2.12) and (2.15) of 
Rz(K) and the reflection properties (2.34) and (2.35) 
of its components to re-express Eq. (3.4) as given 
below: 

w(r, fJ. )8(rs - r) = wo(r, /l) - _1_ Jex) dK K2 
47T2 -ct) 

X J1 d~ eiK'Yt/lJ (Kr(1-t2)(1-fJ.2)]l/2) 
-1 1 + zKt 0 

X (H(1)(K, t) - z "[;0 bz(21 + 1) Pz(t)RP)(K») , 

(3.5) 

where wo(r, J.l), the source angular density, is defined 
by 

wo(r,fJ.) =...!L J"" dK K2 J1 dt 
8n 2 

-ct) -1 1 + iKt 
ex) 

X 6 in(2n + I)h~l)(Kr)Pn(t)Pn(l:l) 
n=O 

x (1 - ~ ~o bz (2l + 1) Pz(t) SI (K») (3.6) 

and 
N 

H(l)(K, t) = rrr; 6 (-I)Z i Z (21 + l)h</l)(Krs)Pz(t) 
I~O 1 

X t dfJ. fJ.Pz(J.l)w(rs'J..L). (3.7) 

Now consider the contour in the upper half of the 
com plex K plane as shown in Fig. 1. Since the quanti
ties H(l) andRfl) in (3.5) approach zero as IKI~ 00 

dominantly over the divergent terms involving the ex
ponential and the Bessel functions, the contribution 
from the semicircle is zero. We also note that H(l) 

is regular in that part of the complex K plane. Thus, 
in view of the Plemelj's formula across the cut 

l/(v-J..L)± == [<P/(v-J.l)]'f ino(v-/l), (3.8) 

where <P is the Cauchy principle value, Eq. (3. 5) be
comes 

where we have put z =i/K which means thatR}1)±(v) 
are the boundary values of Rz( 1) (z) in the complex 
z plane (see Fig. 2) as z approaches the cut from the 
top (bottom), Vj are the nondegenerate roots of 
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A(lJ) == det \A(l, 1'; lJ)\ =: 0, j == 0, 1, ... ,M, (3.10) 

and M + 1 is the total number of such roots. 

NowEq. (3. 9) will give us an appropriate representa
tion provided we can relate RP)-t{v) + R/l) (v) (the 
functionals occurring in the third integrand) to 
RP)+(v) -Rf 1 )(v). This is simply because the latter 
quantities factorize in accordance with the formula 
(2.28) while the former ones do not; a property which 
is essential to reducing the number of unknown quan
tities we must compute by reducing the number of 
integral equations one needs to solve. Furthermore, 
it is also necessary to eliminate H(l) (i!v, v), because 
by definition (3.7), it contains the complete angular 
integral over the surface distribution, which is an 
unknown quantity. Both these requirements are met 
if we consider the difference of boundary values of 
the set of algebraic relations (2.18) among Rtv) (K). 
Thus, in the z plane we have 

iC N 
"4 ~ bz(21 + l)vPz(v)[RP)-t(II) + RP)-(II)] 

1=0 

= 2rriv H(l)(i, v)- 1 t [RP)+(v)-RP)-(v)] 
v 4rrPz' (v) z=o 

x [.4'(1, ['; II) + A-(l, 11; v)]. (3.11) 

If we now appeal to the factorization property (2. 28) 
and use the relation (3.11) in Eq. (3.9), we obtain 

1 J1 w(r,Jl)e(rs -r} = wo(r,Jl} + 2rri 0 dv r«II)E,,(r, Jl) 

1 M 
+ 2rri ~ r~(lJ)Ev.(r,Jl), (3.12) 

rO J 
where 

r «v) = - [RQ(v) - R(j(v)]!8rr 2v4 (3.13) 

r~(Vj) =: lim (z - vj )Ro(z)!4rr2I1y, ) = 0, 1, ... ,M, 
z->Vj (3.14) 

N 1 

Ev(r, Jl} == C ~ b/(21 + l}gz(II} i dt Pz(t) e-rtll / v 
1=0 1 

X Jo(t [(1 - t2)(1 - Jl2)]1/2) 

x ((9 _v _ + 1Tiv6(v _ t) N(l, 0; v} + A-(l, 0; V}) 
v-t N(l,O;II)-A(l,O;II) , 

(3.15) 
and N 

J
1 v,. 

E"j(r, Jl) = C z~ bpl + 1} g/(lJ) -1 dt lJ !.- t 

xP/(t)e-rtl1/vjJo(~[(1-t2)(1-Jl2)] 1/2). (3.16) 

Here E,,(r, /1) and Ey (r, /1) are the continuum and the 
discrete sphericall~ symmetric regular normal 
modes of the transport equation and r«v) and r2(17) 
are the corresponding expansion coefficients which 
are to be determined from the given boundary condi
tion at r = rs' An equation which determines these 
coefficients is obtained by letting r ---- rs in Eq. (3.12). 
Thus, 

1 J1 w(rs,/l) =wo(rs,M) + 2rri 0 dvrAII)E,,(rsJl) 

1 M 
+ 2rri L; r2(lJ)Ev.(rs ,M), Jl< O. (3.17) 

j=O J 

This is a regular integral equation which clearly 
lacks the appropriate Cauchy type kernel. In conse
quence it is not manageable by the standard tech
niques despite the fact that Ev and Ev. form a com
plete set. To prove the completenes~ of these modes, 
we shall resort to the application of reduction opera
tor Tp> to Eq. (3. 4) and produce an auxiliary soluble 
singular integral equation which will contain the same 
coefficients, defined by Eqs. (3.13) and (3. 14), occur
ring in Eq. (3. 17). It is worthwhile to point out here 
that a direct application of Tp> to Eq. (3.12) is not 
possible because it does not commllte with the spec
tral representation. In fact one may very quickly 
convince oneself that such a direct application will 
result in the divergence of the right hand side of 
Eq. (3. 12). 

Before we consider the above step, let us write down 
the spectral representation of the source angular 
density \[Io(r, Jl) [see Eq. (3. 6)]. The same procedure 
we used above yields 

1 1 S+(v)-S-(v) 
\[I (r Jl) = --. J dv 0 0 E(1)(r Jl) 
0' 2rrt 0 81T 2 V4 v , 

M 

- 2;i .~ Ep)(r, /1) lim (z -lj)So(z), (3.18) 
J=O J z->Vj 

and 
N 1 v 

E~/>(r,/1) == Cz~ bz(21 + l}gz(lj) t dt Pz(t) lJ ~ t 

x ~ in(2n + 1) hP) (!:.!) Pn (t)Pn (/1). (3.20) 
n=O lJ 

The explicit values of the amplitudes [S~(v) - So(II)] 
and limz->v. (z -lJ)So(z) are given in Appendix B. 

J 

4. APPIJCATION OF THE REDUCTION OPERATOR 
TO INTEmOR PROBLEMS 

One may readily show that the result of an applica
tion of the reduction operator TP), defined by Eq. 
(2.37), to Eq. (3. 4) is 

lim LoO dK K2Rz(K) JoO dr' r'2 hf2) (irl) jz(Kr') = 0, 
r .... r

s 
00 l' /1 

Jl>O. (4.1) 

In terms of RP)(K) and S/(K) [see decomposition 
equations (2.12), (2.15) and reflection properties 
(2.33)-(2.36)], we may rewrite Eq. (4.1) as 

lim Joo dK K2 [R(1)(K) + S (K)] JS dr' r I2 h(2)(ir') 
1' .... 1' - 00 I 1 r I /l 

s 
x iz(Kr') =:: 0, /l < O. (4.2) 

Now the integral over the spherical Hankel and 
Bessel functions has the interesting replication type 
property 8 that 

Joo dr' r'2h(2) !..!.- 1 (Kr') = r Jl 
(

• ') 2 

r 1 /l.1 2i(1 + K21J.2) 

J. Math. Phys., Vol. 13, No.7, July 1972 
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(4.3) 

If we put this in Eq. (4.2), we obtain 

~ lim i: dK K2 R~l)(K) [iKj.J.M2) (ir) h(1)(Kr) 
r .... rs 1 + K2/-12 ''1 '/-I [+1 

+ h(2) (ir) h(l)(Kr) + iKj.J.h(2) (ir)h(21)(Kr) 
~1 /-I I I j.J. ~ 

+ h(2) (ir) h(2)(Kr~ 
1+1 j.J. 1 ~ 

00 S (K) + lim f dK K2 _....;.1 __ 
r .... r

s 
-00 1 + K2j.J.2 

X h~V(Kr) + h~~ e:)hp)(Kr)J = 0, j.J. = 0, 
(4.4) 

where we have expressed the spherical Bessel func
tions as sums of two kinds of spherical Hankel func
tions and used the reflection property (2.35) of SI(K). 
We note that the denominator in both integrands is 
the product of two Cauchy type kernels, viz., (1 - iK/-I) 
and (1 + iK/J.) and the numerators associated with 
RP) (K) and SI(K) strongly suggest an application of 
the Christoffel-Darboux formula. 10 In other words 
we can write 

iKj.J.M2) (ir) h(1) (Kr) + h~;> (ir) hj1)(Kr) 
1 j.J. 1+1 j.J. 

= (1 - iKj.J.) [h(2
1
) (ir) h (1) (Kr) + (- ~)1+1/-1 

1+ /-I 1 Ir 

x m~o (-I)m (2m + l)h},,2) (:r)h},.l)(Kr~ (4.5) 

and 

iK/-Ih(2) (ir) h(21) (Kr) + h<2) (ir) h(2) (Kr) 
1 /-I z+ 1+1 /-I 1 

= (1 + iKj.J.) [hlW (ir) h[2) (Kr) -~ b (2m + 1) 
/-I Irm=o 

x h(2) (ir) h<2)(Kr)1. (4.6) 
m j.J. m 'J 

These identities, by the Christoffel-Darboux theorem, 
are in fact common to all orthogonal functions. Here 
they permit us to rewrite (4.4) such that each integ
ral contains only one Cauchy kernel instead of a pro
duct of two. In consequence Eq. (4.4) becomes 

(
U(1)(K'r II) U(2)(K'r II») 

~ lim J"" dK K2 R(1) (K) 1 .' ,I'" + 1 : ,I'" 

-00 1 1 + IK/-I 1 - IK/-I T-for s 
. Joo 2 Up)(K;r,j.J.)_ 

+ hm _ dK K S/(K) 1 + 'K - 0, j.J. < 0, 
r"'rs 00 I /J. (4.7) 

where 

U(1)(K'r II) = h(2)(ir)h(1)(Kr) + (-1)1+1 ¥-
, ,I'" 1+1 jJ. I zr 

x t (-I)m (2m + l)h},.2) (ir) h},.1) (Kr) (4.8) 
m=O /-I 

and 
U(2) (K; r, /-I) = (- 1)1 U(1)(- K; r, /-I). (4.9) 

As before, we now consider the same contour, as 
shown in Fig. 1, and apply the Cauchy theorem to Eq. 
(4. 7). Noting that R} 1) (K) in the first integral and 
UP) (K; r, jJ.) in the second integral converge dominant
ly in the upper half complex K plane over their re-

J. Math. Phys .. Vol. 13, No. 7, July 1972 

spective aSSOCiates, we have zero contribution from 
the semicircle. In consequence, we obtain 

(4.10) 

In relating the sum R}1)+(- /-I) + R?) -(-/J.) of the 
boundary values of the amplitudes to their differences 
we slightly deviate from the previous procedure. 
Thus, instead of the linear relation (2.18) we now con
sider the auxiliary set (2.32) and take its difference 
of boundary values across the cut in the z = ilK plane. 
The result for n == 0 is 

N o [RJ!)+(- /J.) + R?)-(- /J.)] 
1~0 

x [B(1)+(1,0;-/J.)-B(1)-(l,0;-j.J.)] 
N 

= - 0 [RP)+(- /J.) -R[1)-(- /-I)][B(1)+(l, 0; - /-I) 
1"0 

+ B(1)-(l,0;-/-I)]-327T3ir~j.J.2~(rs,/-I). (4.11) 

The reason for introducing the auxiliary set of equa
tions (2.32) shOUld now be obvious, for, in order to 
incorporate the boundary condition in the reduced in
tegral equation (4.10), we need to isolate the surface 
distribution ~(rs' j.J.). Clearly the set (2.32) satisfies 
that requirement while the set (2. 18) does not. Thus, 
in Eq. (4.10) if we note that 

Uf2)(-i//-l ;rs,/-I) = (-I)I/J.lrs 

and multiply both sides by 

(-1)1 [B(1)+(l, 0; /-I) -B(l)-(l, 0; /-I)], 

(4.12) 

sum over 1 from 0 to N, and use the identity (4.11), we 
get the following result after the appropriate applica
tion of the factorization formula (2.28) and rearrange
ment of terms: 

1 11M 
-2 • J dll r«II)[Lv(jJ.) + L-v(/-I)] + 21Ti .0 r~(l1) 

1TZ 0 " J~O 

x (Lv. (/-I) + L_ v .(/-1)] = ~(rs' j.J.) - ~R(rs' j.J.), (4.13) 
1 J 

where r«II) and r,p(IJ) are the same coefficients as 
those occurring in the integral equation (3.17). They 
are defined by Eqs. (3.13) and (3.14), respectively, 
while the functions L )/-1), L v,(j.J.), and 'lR(rs ' j.J.) are given 
by } 
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L (II) = -.- ~ (-1)1 U(2) ~·r iJ. g(v) 1 N (. ~ 
V I'" 21T t r s 1 = 0 I v' s' Z 

x ~B(l)+(l,O;- iJ.) -B(1)-(l,O;- iJ.)] <9 v ~ iJ. 

+ 1Ti [B(l)+(l, 0; - iJ.) + B(1) -(l, 0; - iJ.)] v6(v + iJ.~ , 
(4. 14) 

and 

lJIR (rs ' iJ.) = 8 13 ' J 1 d
4
v L_v(iJ.) [S~(v) - So(v)] 

1T t 0 V 

(4.16) 

Here lJIR is the transformed angular density at the 
surface of the sphere due to the source. We note 
that it is appropriately expressed in terms of the re
duced normal modes L-v(iJ.) and Lv(iJ.) and the con-

J 
tinuum and discrete amplitudes S(j(v) - So(v) and 
limz-+v.(z -lj)So(z). The explicit values of these 

J 
amplitudes are given in the Appendix B [see Eqs. 
(B5) and (B7)]. We remark here that in the integral 
equation (4. 13) the reduced normal modes L"(iJ.) are 
singular for v > 0, iJ. < ° while they are regular for 
v> 0, iJ. > 0. Furthermore, from the structure of 
these modes it is clear that Eq. (4.13) is a Singular 
integral equation with a Cauchy type kernel which 
can be solved by the standard technique due to Musk
helishvilLll We consider the applications of this 
singular integral equation next. 

Applications (Interior Problems) 

First we shall present the most general solution of 
Eq. (4.13) and then consider the particular problems 
such as the Milne and the albedo problems for the in
terior of the sphere. 

Let us at the outset separate out the Fredholm term 
in Eq. (4.13) as follows. For any point z in the com
plex plane define 

Y(v; z) = 21T~rs ~o (- 1)1 Uf2) (~ ; r s ' iJ.) gz(v)B(l)(l, 0; z). 

(4.17) 
Then 

Lv(iJ.) = [P(v; - iJ.) - Y-(v; - iJ.)]<P[v/(v + iJ.)] 

+ 1Ti [P(- iJ.; - iJ.) + Y-(- iJ.; - iJ.)] v6(v + iJ.) (4.18) 

or 

L,,(Jl) = [Y+(v; - Jl) - Y-(v; - Jl) 

+ Y+(- Jl; - Jl) - Y-(- Jli - iJ.)][v /(v + Il)] 
- [Y+(-Ili-Il) - Y-(-Il;-Il)]<9[v/(v + Il)] 
+ 1Ti [P(- iJ.; - /1) + Y-(- iJ.i - J!.) ]v6(v + Il). 

(4.19) 

One may readily check that in Eq. (4. 19) the first 
term on the right-hand side enclosed in the square 
bracket is proportional to a polynomial in v, Le., it is 

degenerate. Hence, if we substitute Lv(iJ.) in Eq.(4.13) 
by Eq. (4. 19) and separate out the Fredholm term, we 
get 

1 1 vrAv) 
[Y+(- iJ.i - Il) - Y-(- J!.i - J!.)]<9 21Ti fo dv v + Il 

+ ~ [Y+(- iJ.; - /1) + Y-(- iJ.; - /l)] /l r «- /l) 

1 11M 
= -2 • J dv r«v)L_v(/l) + -2 . ~ r2(1) 

1Tt 0 1Tt j=o 

x [Lv.(iJ.) + L_v.(iJ.)]-lJI(rs;/l) +lJIR(rs;iJ.) 
J J 

+ C(iJ.), iJ. < 0, (4.20) 

where 
1 Jl v 

C(/l) = 21Ti 0 dv rJv) v + iJ. [Y+(v; - iJ.) - Y-(v; - iJ.) 

+Y+(-/li-/l)-Y-(-iJ.;-/l)] (4.21) 

is the degenerate Fredholm term. 

The most general solution of Eq. (4. 20) is9 

1 Jl , X-(v') -, 
v r«v) = - -2' dv I v'(v) lJI(- v ), 

1Tt 0 Y-(v'; v') 

v> 0, (4.22) 

I ,(v) = - - - <9--( 1 1) 1 
v X-(v) X+(v) v' - v 

. (1 + 1 ) + Z1T -- --
X+(v) X-(v) 

and 

6(v' - v), 

iJ. <0, 
(4. 23) 

(4.24) 

X(z) - 1 exp(~ Jl ~ In Y+(V i v»).(4.25) 
(1 - Z)M+l 21Tt 0 V - z Y-(Vi v) 

The additional conditions that determine r2(1) are 
1 X-( ) J dv VZ __ v_ lJ;(- v) = 0, 1 = 0, 1, ... ,M, (4.26) 

o Y-(v; v) 

where, as a reminder,M + 1 is the total number of 
zeros of the characteristic equation (3.10), i.e., 

A(lj) == det\A(l, 1'; vj )\ = 0, j = 0,1, ... ,M, 

or more conveniently 
N 

~ gz(I)A(l, 0i I) = 0, j = 0,1, ... , M. (4.27) 
z=o 

We note that the set of equations (4.26) will give us 
precisely M + 1 number of equations, from which all 
r2(lj) can be determined. 

1. Milne Problem 
The boundary condition for the Milne problem is 

lJI(rs,/l) = 0, /l < 0, (4.28) 

while the angular density due to the source is given 
by lJIo(r, /l) [see Eq. (3.18)], which under t~e reduc
tion operator is transfor~ed to lJIR(rs ' IJ.) [see Eq. 
(4.16)]. In consequence, lJ;(/l), as defined by Eq. (4. 23), 
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becomes 
_ 1 11M 

1/I(1J.) = 2rri 10 dv r«v) L-v(lJ.) + 2rri ~ r~(~)[Lv.(IJ.) 
J"O J 

+ L_v.(IJ.)] + wR(rs , IJ.) + C(IJ.), IJ. < O. (4.29) 
J 

Putting this in Eq. (4. 22), we get 

- v rJv) = ~ J1 dv r (v ) t dv ' X-(v ' ) 
2rrz 0 1 < 1 0 y-(v ' ; Vi) 

x lUI (v)L_ v (- Vi) + _1_ t r,p('1) _1_ t dv ' 
1 2rri j"O 2rri 0 

Equations which determine r,p(vj ) are 

1 1 X-( ') 1 AI 
J dv rjv) 1 dv' Vii V L-v(- v ' )+- I; r2(~) 
o 0 y-(v' ; v') 2rri j"O 

x C dv'v'l X-(v ' ) [L (- Vi) + L_ (- Vi)] 
• 0 y-(v' ; v') Vj 1j 

+ J1 dv ' Vii X-(v ' ) [w (r . - Vi) + C(- Vi)] = 0 
o y-(v';v' ) R s' , 

1=0,1, ... ,M. (4.31) 

Equations (4.30) and (4. 31) are ideally suited for 
asymptotic expansion for large rs' In that case the 
first term on the right-hand side of Eq. (4. 30) is 
exponentially small. We can then solve this equation 
in conjunction with Eq. (4. 31) by iteration. 

2. Albedo Problem 
For the albedo problem 

(4.32) 

and 
wo(rs ' IJ.) = wR (rs ' IJ.) = O. (4. 33) 

whence 

-vr«v) = 2rr1z. fdv1rAv1 ) i1dv' X-(v ' ) Ivl(v) 
o 0 y_(VI;V ' ) 

X Lv (- Vi) + -2
1

. 15 r,p('1) -2
1

. i 1 
dv' 

1 rrt j"O rrz 0 

x :(_~~;'~') Ivl(v)[Lv/- Vi) + L v/- Vi)] 

1 X-(-") 1 1 ___ ,...1=---_ L (v) + - i dv' 
2rri y-(-1J.1;-1J.1} 1'1 2rri 0 

x X-(v
/
} Ivl(v} C(- Vi}, 1J.1 < O. (4. 35) 

y-(v'; Vi} 
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The additional conditions which determine r2(~) are 

J
1
dvr«v) J1 dv ' vii X-(v ' ) L (-Vi) 

o 0 y-(v ' ; Vi) -v 

1 M 1 X ( ') + -. I; r2(v.) J dv ' Vii - v [L (- Vi) 
2rrz j"o J 0 y-(v' ; v') Vj 

+ Lv.(- Vi)] - (-1J.1)1 X-(-1J.1) 
J y-(-1J.1; -1J.1) 

+ J1 dv ' v'I X-(v ' ) C(- Vi) = 0, 
o y-(v';v') 

l = 0, 1, ... ,M. (4.36) 

5. MILNE PROBLEM FOR THE EXTERIOR OF A 
BLACK SPHERE 

As a further illustration of the general formalism 
presented in Sec. 2 we consider the specific problem 
of determining the neutron angular density in the re
gion exterior to a black sphere of radius r . By a 
black sphere we mean that the sphere is p~rely ab
sorbing. Thus, the boundary condition for such a 
situation is 

w(rs ' IJ.) = 0, IJ. > O. (5. 1) 

Further, we assume an isotropic source of the form 

Q(r) = lim [q(R)/R2]a(r -R), R> r s ' 
R->oo 

(5.2) 

where q(R) is to be chosen appropriately such that the 
spectral repre~entation of the angular density w 0 (due 
to the source) mvolves only one nonvanishing discrete 
normal mode. The choice of such a mode should be
come clear soon. We shall refer to this problem, to
gether with the boundary condition (5.1) and the 
source function (5. 2), as the exterior Milne problem. 

Most of the steps involved in calculating w(r, fl) for 
this problem are exactly parallel to the ones we en
countered in the treatment of the interior problems. 
Therefore, to avoid repetition, we shall present only 
pertinent results, indicating only, wherever necessary, 
how those results were obtained. However, the source 
term for this problem engenders some extra steps 
which are discussed in detail in Appendix C. 

Now in Eq. (2.1) let us put the explicit form of Q(r), 
as given by Eq. (5. 2), and rewrite it as 

w(r, IJ.) e(r - rs) 

= wo(r,lJ.) -~ 100 
dK K2 11 _d_t_ eiKrtl' 

8rr 2 -00 -1 1 + iKt 

x J o(Kr[(1 - t2 )(1 -1J.2)]1/2) 

x [F(K, t) - C ~o bl 2l
4
: 1 Pl(t) Rz(K)], (5.3) 

where 

w 0 (r, IJ.) = lim ~ 100 

dK K2 11 d~ eiKrtl' 
R->oo 4rr2 00 -1 1 + zKt 

x J o(Kr[(1 - t 2 )(1 -1J.2)]1/2) 

x (~rrq eiKR + C £ h 21 + 1 P (t) S(l)(K~ (5.4) 
zKR z"o vz 4rr I I ') 
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is the source angular density which has been separat
ed out by virtue of the decomposition (2.12). Also we 
decomposed the amplitude SI(K) such that 

S/(K) = S}l)(K) + Sj2)(K), (5.5) 

where Sf1)(K) and Sf2)(K) are determined by 

N eiiKR 1 P'(t) 
lPa S~1)·(2)(K) A(l, 1'; K) == ± 41T 2q iKR i 1 dt 1 ~ iKt 

(5.6) 

Here amplitudes SP) (K) and S/2)(K) converge in the 
upper and the lower half of the complex K plane, re
spectively. 

In Eq. (5. 3) if we use the identity (2.16) to expand the 
product of the exponential and the Bessel functions 
in the second term on the right-hand side, express 
the whole integral in terms of the spherical Hankel 
functions of the first kind, consider the contour shown 
in Fig. 1, and imitate the procedure of Sec. 3, we get 

1 M 
+ -. L; E(l)(r /J.) rO(v.) (5.7) 

where 
21T Z j = 0 Vj , > l' 

C N 1 
E~l)(r, /J.) =="2 20 bl (21 + l)gl(V) 1_1 dt ~(t) 

xf in(2n + l)P(t)P,(J..l)h(l) (ir) 
n =0 n n n V 

X (<p _v _ + 1Ti vo(v _ t) A+(l, 0; v) + A -(1,0; v»), 
v-t N(I,O;v)-A-(l,O;v) 

(5.8) 

r>(v) == [Ro(v) -R(j(v)]/81T 2V4 , (5.10) 
and 

r,?(/.}) == lim (v -lj)Ro(v)/41T/.}2. (5.11) 
v",-"vj 

An equation which determines r> (v) and r,?(/.}) is 

1 J1 >l1(rs ,l1) == >l1o(rs ' J..l) + 21Ti 0 dv r>(v) E<J)(rs' 11) 

1 M 
+ 2ITi .6 r,?(/.})E~~)(rs' 11). (5.12) 

)=0 1 

Again due to the regularity of the modes Ey(l) , EP) , 
) 

this equation is hard to manage analytically. How""' 
ever, an application of the reduction operator, defin
ed by Eq. (2. 38), to Eq. (5. 3) will, in the same way as 
previously, permit us to produce a singular integral 
equation which can be solved. Before we consider 
that step, let us first present the spectral represen
tation of the angular density i¥ a due to the source. 
Our standard procedure yields 

+ ~ L; Ey.(r, /J.) lim (z - v.) --, (5.13) 
M sg)(Z») 

21Tt j=O J z-+'] J 41T2lj2 

where Ey(r, J..l) and El,.(r, /l) are the normal modes de-
J 

fined by Eqs. (5.8) and (5.9), respectively. In the 
limit R --7 CJ:) this representation of 'II 0 reduces to 
(see Appendix C for details) 

1 
'¥o(r, /..f.) == 271i Eyo (r,/..f.)1}(vo), (5. 14) 

where + 1 
Vo 1}(vo) == In-
va -1 

and the ffO)(va) are polynomials in Vo which are 
determined by the recurrence relation 

vo(1 - cb)f}O) (vo) - U/+ \ fz<P~(vo) + 2[1+ 1 fz~Oi(vo») 
== 81T2v501O' fo(O) == O. (5.16) 

Finally the spectral representation of the angular 
density, given by Eq. (5. 7), now may be written in the 
form 

>l1(r,/l) ==-21.Ev (r,/l)1}(vo) + 271
1

. r1
dv r>(v)E~l)(r,/J.) 

711 0 Z'O 
M 

+ -2
1

. L; r,?(v.)E~~)(r, /1). (5.17) 
7IZ j =o J 1 

6. APPLICATION OF THE REDUCTION OPERATOR 
TO THE EXTERIOR MILNE PROBLEM 

In precisely the same way as we dealt with interior 
problems in Sec. 4, we apply the reduction operator 
TP), defined by (2.38), to Eq. (5. 3). If we parallel the 
procedure of that section here and use the results 
obtained in Appendix C for the external source, then 
we arrive at the following singular integral equation 
for expansion coefficients r>(v) and r;?(/.}) in Eq. 
(5.17): 

1 11M 
-2 . J dv r>(v)K)J..l) + 271'; 6 r;?(vj ) Kv.(J..l) 

7It 0 • j = 0 1 

+ -2
1

. [Kv (J..l) + Kv (/1)] 1/(va) == '¥(rs' J..l), J..l> 0, 
1TL 0 0 (6.1) 

where N 

Kv(J..l) == 7I~s lPa U/1) (f; r s' /l) ~(V)([B+(l, 0; /l) 

- B-(l, 0; /l)]<P-+V + 7Ii [B+(l, 0; J..l)+ B-(l, 0; /l)] 
v /l 

x v5(v - J..l») (6. 2) 

and 
K ( ) _ 1 

Vo 11 - 1Trs 

(6.3) 

The functions U?) are, as before, defined by Eq. (4. 8), 
while B(l, 0; z) are defined by Eq. (2.29) (with K == i/z). 

The integral equation (5.18) for the boundary condi
tion (5.1) has the solution 

vr>(v) == -. J dv' _ lv'(v) -. L; r;?(v.) 
1 1 x- (v') ( 1 M 

21TZ 0 Y-(v'; v') 21T1 j=G J 

v> 0, 
(6.4) 

J. Math. Phys .. Vol. 13, No.7, July 1972 



                                                                                                                                    

1024 MADHOO KANAL 

where 

X(z) = 1 exp(~ J1 ~ In ~+(Vi v»), (6.5) 
(1 - z)M+1 21Ti ° v - z Y-(Vi v) 

Y(v-z) =- 6 U(1) !:"-'r IJ. g(I-')B(l o·z) 1 N (. ) 

, 1Trs 1=0 I 1-" s' I '" 
(6. 6) 

and 
ly,(v) = (-;; 1 _~) <p _1_ + 1Ti (_1_ + _1_) 

\X-(v) X+(v) 1-" - v X-(v) X+(v) 

x 0(1-' - 1-"). (6.7) 

The additional conditions which determine r~ (~) are 

M 1 x-( ) 6 r:?(l-'j) I dv Vi _ v K,JI-') 
j=O ° Y-(I-'i 1-') J 

= - 1/(1-'0) J1 dv 1-'1 _X(I-') [Ky (II) + Ky (II)]. (6.8) ° Y(lIi ll ) 0 0 

We have precisely M + 1 such equations from which 
all M + 1 unknown discrete coefficients r>O(II.) may be 
determined. The continuum coefficients r>(J) are then 
exactly determined by Eq. (5. 21). 
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APPENDIX A: DERIVATION OF THE AUXILIARY 
LINEAR RELATIONS (2.31) AND (2.32) 

Derivation of the auxiliary set of algebraic relations 
among Rf1) and among Rl [see Eqs. (2.32) and (2.31) 
in Sec. 2] follow exactly the same steps. We there
fore present the derivation of Eq. (2. 32) only. 

Consider the set of linear equations (2.18) 

~ 1 ( 1 J 1 f P/(ll')Plf(IJ.'») 
LJ R/ )(K) 0U' -Cbz (1 + 2) _ dlJ. 1 + 'K ' 

1=0 1 Z IJ. 

~ J1 = - 21T2r2 6 (-l)n in(2n + 1)h(1)(Kr ) dt 
s n=O n S-1 

Pz,(t) Pn (t) r 1 
x 1 + iKt '_ldt' t' Pn(t')>l1(rs' t'). (A1) 

In order to deduce Eq. (2. 32) from Eq. (AI) the basic 
idea is to use the completeness and orthogonality 
properties of the Legendre polynomia, i.e., 

~ 

L; (l + ~)PZ(/-I)P/(/-I') = 0(/-1 - /-I') 
1=0 

and 

(A2) 

(A3) 

Thus, if we multiply Eq. (A1) by (l'+ ~)Pl'(/J.) and sum 
over l', then using the completeness relation (A2), we 
obtain 

N 

6 Rfl) (K)(l + ~)(1 + iK/J. -Cb)Pz(/J.) 
1= 0 co 

= - 21Tr; ~ (-1)nin(2n + l)h~l)(Krs)~(jJ.) 
n=O 

1 
X J dt t~ (t)>l1(rs' t). 

-1 
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(A4) 

An application of the orthogonality property (A3) to 
Eq. (A4) yields 

~O R/1)(K) [(1-Cbz} Onz + iK (2~ +/1 on z+1 

+ 2nl + 1 On z-~ ] = - 41T 2r}(-1)ni n h<;f-) (Krs) 

1 
X .C dt tP.t (t) >l1(rs, t). (A5) 

Now, dividing Eq. (A5) by (-l)nin Ml)(Kr )(1 - iK/J.) 
[(n + ~)~(1J.)]-1 summing over n fro"m ° t~ r:J) and 
applying the completeness relation (A2), we get 

t R?)(K) [iZ (1-Cb ) (21 + 1) Pz(IJ.) 
1=01 - iK/J. i h~>(Krs) 

+ iK(l + 1)i/+1 Pz+1(jJ.) + liZ-I Pz-1(iL) )] 
MI) (Kr ) h(l) (Kr ) 

1 + 1 s /-1 s 

= _ 81T 2r 2/J. 'It(rs,iL) (A6) 
s 1 - iKiL 

The result of integration with respect to iL of this 
equation is precisely the set of linear equations (2.32). 

APPENDIX B: EXPLICIT EXPRESSIONS FOR CON
TINUUM AND DISCRETE NORMAL AMPLITUDES 
DUE TO THE INTERIOR SOURCE 

Consider the factorization equation (2.24). For the 
source amplitudes Sz(K) we have 

Sz (z) = gz (z)So(z) + It (z), (B1) 

where the gz (z) are determined by the recurrence 
relation (2.25), while the!z (z) for a point source are 
determined by 

(
1+1f,()+ 1 ) 

z(I-Cbz)!z(z) - 21 + 1 l+1 z 21 + 1 !z-l(z) 

= 41TZqolO' fa == 0 (B2) 

In the linear relations (2.14) among Sz(z} if we apply 
the factorization formula (B1) for the amplitudes 
Sz (z), we obtain (for I' == 0) 

1 dt N 
A(z)So(z) = 21TqZ Ll ----=-t - L; fz(z)A(l,Oi Z), (B3) 

z z=o 
where 

N 

A(z) = ~ gz(z)A(I,Oi Z). 
z=o 

(B4) 

Then, across the cut - 1 ~ II ~ 1, 

and at simple zeros Vj of A(z), Le., 

A(I1)=O, }=O,1, ... ,M, (B6) 
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where the prime on A'(lj) denotes the derivative of 
A(z) evaluated at z = lj. 

APPENDIX C: ANGULAR DENSITY lJto(r, Jl) DUE 
TO THE SOURCE 1N THE EXTERIOR MILNE 
PROBLEM 

To see how the representation of \}f 0 (r, iJ.) given by 
Eq. (5. 13) reduces in the limit R ~ ('jJ to Eq. (5.14), 
which involves only one discrete normal mode 
Ell (r, iJ.), consider the set of linear relations (5.6) 
aiiiong S?) (K). In the z = ilK plane 

N z2 1 ~I (t) 
'<\' ~1) (z)A(l l" z) = - 47T 2 q e-R/ z - I dt -- . o I , , R -1 z-t 
1

0

0 (C1) 

Since, by virtue of the factorization formula (2.24), 

(C2) 

where ./z(1) (z) are functions which are determined by 
the recurrence relation 

)1, (1) () [ 1 + 1 (1) ( ) 1 1,(1) ( )] z(l - cbl I Z - 2l + 1 ./z'1 Z + 21 + 1 1-1 Z 

e-R/ z 
= - 87T 2 Z 2 q ~ 0/0 , f~l) == 0, (C3) 

we may, using Eq. (C2), re-express Eq. (C1) (for l' =0) 
as 

A(z)S~P (z) 

( 
z I1 Z =- 47T 2 qe-R

/
Z j[ _l dt z_t 

x A(l, 0; z)}. 

N 

+ 6 ./z(1)(z) 
1 0 0 

(C4) 

In particular at the zeros of A(z), i.e., 
N 

A(lj) = 6 gz(lj)A(l, 0; lj) = 0, j = 0,1, ... , M, (C5) 
1 0 0 

the discrete normal amplitudes are given by 

1 [ V. I1 v. lim (z - v)S(1)(z) = - -- 47T 2 q e-R/Vj .1. dt _1_ 
z->Vj j 0 A'(V) R -1 V. - t 

1 1 

+ A f?)(lj)A(l, 0; lj)], j = 0,1, ... ,M. (C6) 
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Now, if we partially order lj, s such that 

Revo/lvo I> Rev1/lv11 > ... > RevM/lvMI, (C7) 

where Re means the real part, and choose q so that 

(C8) 

then Eq. (C6) in the limit R ~ ('jJ reduces to 

}i~ (li~j (z - lj)Sb1
) (Z)) 

== 0jO 47T 2vJ 1~ II d~ t - ,,1( ) lim t ./z(1) (~) 
o 11 ~ R->OO 10 0 

x A(l, 0, Vj)' (C9) 
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A method of analytic renormalization is developed to define the three-point time-ordered product of massless 
fields of exponential type as a strictly localizable distribution. The uniqueness property, known for the two
point T-product, is verified for the three-point product, for a special choice of fine renormalization. It is 
characterized by minimum singularity on the light cone: There are no delta function type singularities con
centrated on the surface Xl = X 2 = X 3' 

1. INTRODUCTION 

The difficulties of "nonrenormalizable" field theories, 
at least at the level of perturbation theory, are well 
known although, at our present level of knowledge, no 
fundamental objection to (at least a class of) such 
theories is known. 1 At the perturbative level, such 
theories (e.g.,: ¢n:n ~ 5) can indeed be subjected to 
"axiomatic renormalization", 2,3 i.e., a Lorentz in
variant extension procedure of time ordered products 
consistent with axiomatic structure (unitarity, causa
lity); 4 however, such procedures are not physically 
compelling for these theories due to the greater lack 
of uniqueness of extensions than is the case in re
normalizable theories. 

In this context, Lehmann and Pohlmeyer 5 made an 
interesting observation in connection with the two
point time-ordered product of the interaction Lag
rangian: 

£1~) = : [exp[g¢(x)] - 1]:, (1. 1) 

where ¢ (x) is a free scalar field on four- dimensional 
space-time. They observed that although £1 (x) leads 
to a conventionally nonrenormalizable theory, each 
order of perturbation in £1 (x) furnishing an infinite 
set of divergent Feynman graphs, there existed a 
unique definition of T [£ 1 (x 1) £ 1 (x 2)] as a distribution 
in the sense of Jaffe.! The uniqueness was charac
terized by minimum singularity on the light cone 
corresponding to a certain regularity on the surface 
Xl = X 2' The question naturally arises as to whether 
higher-point time-ordered products can be defined 
with minimum light cone singularity. Since the only 
ambiguity in the construction of time-ordered pro
ducts, consistent with axiomatic structure, is in the 
form of distributions concentrated on surfaces of 
coinciding points,6 a construction with minimum 
singularity, satisfying a regularity condition 7 on such 
surfaces, would be automatically unique and would not 
entail the addition of arbitrary finite counter terms 
to (1.1). If the question has an affirmative answer, 
then one might use the regularity condition at the 
light cone vertex as a boundary condition to fix the 
dynamics of at least a privileged class of nonrenor
malizable fields. Furthermore, the analysis of (1. 1) 
from this viewpoint may turn out to be of physical 
relevance, since nonrenormalizable theories of physi
cal interest can be shown to contain such structures. B 

In this paper we report on some progress in this 
direction. In an earlier paperB we showed, by a 
method different from that of Ref. 5, and with the re
striction that ¢(x) was massless, that the two-point 

time-ordered product T(£1(x1)£1~2)) could be de
fined uniquely as a distribution with minimum light 
cone singularity. We presented a method of analytic 
renormalization, motivated by (but different from) 
that of Speer,9,10 whereby the divergences of an in
finite set of Feynman graphs were removed and a 
minimal extension was secured. In the present paper, 
our renormalization scheme is extended [with ¢ (x) a 
massless field] to the case of the three-point time
ordered product T(£(x1)£~2)£(x3» which is again a 
formally infinite set of divergent Feynman graphs. 
We prove that there exists a choice of finite renor
malization, such that the T product enjoys minimum 
light cone singularity. For simplicity we have consi
dered the case (1. 1), although our results go through 
for more general fields of exponential type. 

Before we delve into the details, it is worth noting 
that the regularity condition on surfaces xl =x2 = ... 
= xn is nontrivial. This is because, apart from the 
case of a super- renormalizable field theory for which 
the condition is satisfied for all but a finite number 
of Feynman graphs,ll no finite sum of renormalized 
Feynman graphs can enjoy this property due essen
tially to the presence of logarithms in renormalized 
perturbation theory. For the case at hand, we are ex
ploiting a loophole in that we have a suitably conver
gent infinite series of (albeit divergent) Feynman 
graphs. The extension with minimum singularity then 
leads to a precise definition of minimal renormaliza
tion. 

The material of this paper is distributed as follows: 
In Sec. 2 we review, for the convenience of the reader, 
our method of analytic renormalizationB applied to 
the case of the two-point T product. Section 3 is de
voted to the replacement of the general term, in the 
formal Wick expansion of T(£(x 1)£(x2)£(x 3» in an 
infinite series of (divergent) Feynman graphs, by an 
analytically regulated object, a massless generalized 
Feynman amplitude (GFA) in the sense of Speer 9 ,10,12 
which (i) exists as a well-defined tempered distribu
tion and for which (ii) individual divergences are 
separately tracked with complex parameters. (The 
method of regulating with complex parameters is 
specially helpful for a massless theory.12 Once this 
is done, we can define the regulated three-point T 
product through a series of GF A's converging to a 
strictly localizable distribution.1 The next step, taken 
in Sec. 4, is to generalize the renormalization proce
dure of Sec. 2 to the three-point T product. The 
method is to give an analytiC decomposition of the 
regulated object into a sum of regular and Singular 
parts. Analytic continuation of the regular part to the 
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(physical) value of the complex parameters gives a 
renormalization. The consistency of our procedure 
is established, through a verification of the unitarity
causality properties of T products. In Sec. 5 it is 
proved, for the three-point T product, that a finite 
renormalization may be implemented, so as to secure, 
precisely as in the case of the two-point T product, a 
unique extension characterized by a decrease property 
(in momentum space) for the real part corresponding 
to minimum singularity on the (x space) light cone. 
We show the absence of delta function type Singulari
ties concentrated on the surface xl = X 2 = X 3' 

An entirely different approach to this problem has 
been taken recently by Pohlmeyer.13 We wish to 
emphasize that our principal motivation in under
taking this analysis has been to extend methods ori
ginating in renormalization theory to Lagrangians of 
exponential type. 

2. THE TWO-POINT FUNCTION AS A DlSTR1BU-
TION 

We begin by reviewing how the two-point T product 
T(£ 1 Cx 1) £ 1 (x 2» may be defined as an (operator 
valued) generalized function in a space of localizable 
generalized functions. Throughout we shall consider 
the case: when cpCx), (1.1) is a massless scalar field. 
Through a formal application of Wick's theorem, we 
get 

T(£1 Cx 1) £1 (x 2» 
00 :CP(X

1
)t1 cp(X

2
)i2 : 

= L) 1'2Cxl,x2)giti2 ---,-----
il.i2~O i 1 !'i 2 ! 

(2.1) 

and for connected contributions, 
00 ( 2)Y 

1'2 (x 1x 2) = L) ~{(41T2)[-Cxl-X2)2 + iO]}-v (2.2) 
!I~l v. 

and the metric isg IJ = (1,- 1,- 1,- 1). Our task is 
to define the formal expression (2. 2) as a functional 
in e~, a (Jaffe) space of strictly localizable general
ized functions. We shall follow the method given in 
Ref. 8. 
In lieu of (2.2), we consider 

l' 2(X)Cx) = ~ (g2)U-A)V (_ x2 + iO)(A-1)v (2.3) 
v~1 v! (41T2)1J 

and the complex parameter14 X is restricted to the 
region 

A = {X I 0 < Re X < 1, 0 < 1m X < (II}. (2.4) 

It is readily seen that (2.3), as a series of meromor
phic distributions in S I (R4), converges in the topology 
of the space e; (R 4) chosen with indicator function 
get) of order of growth p, t < p < ~, which is consis
tent with strict localizability.1 We obtain from (2. 3), 
by continuity of the Fourier operator, 

. ~ (g2)(1-A)V 
1'2(X)(P)=-t;;;f V![(41T)2]1J 

x r«A - l)v + 2) (_P2 _ io)(1-A)IJ-2 
r«1 - X)v) 

(2.5) 

as an element of ~~(R4).1 Then X = 0 is a Singular 
point for all terms (excepting the first) of the series 
(2.5). The vth term has poles at A = 1 - (k + 2)/v 
(k = 0, 1,2, ... ), Le., we have a pole at X = 0 plus a 
sequence of neighboring poles. As v increases, the 
neighboring poles approach A = 0, so that 1'2 (AHP ) has 

a nonisolated singularity at X = O. 

The A singularity in (2.5) can be extracted by casting 
(2.5) into an integral representation and analyzing its 
singularityB at A = O. To this end we introduce an 
analytic interpolation for the general term in (2. 5) 
with the replacement II --'> z. 

Now (2.5) has the following integral representation: 

i:. (XHP) =1. J dz cot1fZ(g2)(1-A)z2
2Az 

2 2 r [(41T)2]zr(z + 1) 

x r(2 - (1- X)z) (_p2 _ iO)(1-A)Z-2, (2.6) 
r«1-X)z) 

with the contour r shown in Fig. 1 encircling the 
positive real axis, counterclockwise. 

The singularity of (2.6) at X = 0 arises from the 
pinch of the contour r between the moving z-plane 
poles (of the integrand)Z(n) (X) = n/(1- X), n = 
2,3,4, ... ,and the fixed poles (arising from cot1TZ) 
at n = 2, 3, .. '. This is illustrated in Fig. 2. 
We then deform r --'> r so as to enclose the z(n) (X) 
pole and compute the discontinuity (Fig. 3), thus ob
taining the following analytic decomposition with 
X E A: 

(2.7) 

where ?2~R is obtained from (2.6) with the replace
ment r --'>r and 

_ 00 

t.1'2 (X)(p) = rri L) 
n~2 

(_ 1)n cot[1fn/(1_X»)(g2)n[22A/(41T)2]nll-A 
x r(n _ 1)r(n)r[(n/(1- X)] + 1) 

x (_ p2)n-2. (2.8) 

r 

FIG. 1. The contour r. 

r 

FIG. 2. Pinching of the contour r. 

FIG. 3, Contour splitting. 
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We observe that r 2 (A) R is analytic in the neighbor
hood of A == O. As we continue to A == 0, the moving 
poles z(n) (A) merely coalesce with the fixed poles at 
z == n, and no further contour deformation is neces
sary, hence, analyticity. 

The piece Ai2 (A), which has a nonisolated singularity 
at A = 0, is readily seen to be an entire function of 
p 2 of order -3-. Hence its Fourier transform has sup
port concentrated at x == O. Thus 'l'2 (A) is well de
fined at A == 0 as a continuous linear functional on 
e o(R4), the subspace of test functions which vanish, 
together with all derivatives, at x == O. It may now be 
defined at A == 0 as an element of e ~ (R 4) through the 
following extension: 

'l'2(x) == g:--lW2(P»), (2.9) 
where 

T2 (P) = anal. cont. 'l'2(A)(p)R (2.10) 
~ ... o 

==~J-dz cot7TZ (g2)z r(2-z) (-p2_iO)z-2 
r [(47T)2Jz r (z + 1) r (z) 

(2.11) 

is a Lorentz invariant generalized function in ~(R4). 
In principle, we are free to add to our choice 'l'2(X), 
any functional feD) 0 (x) concentrated at x == 0 [j(s) an 
entire function of order less than one half]. However, 
the choice (2. 9)-(2.11} constitutes a "minimal" ex
tension. To see this we consider, for p2 > 0, 

,_ , (g2)z[(47T)2]-z r(2 - z) 
Re[z'l'2(P)) ==zJf dz , r( + 1) r() (P2)z-2. 

sm7TZ z z (2.12) 

The contour r in (2.12) can be opened up parallel to 
the imaginary axis without losing convergence. Then 
(2.12) is rapidly decreasing as p2 ~ +Cll. In fact the 
integral can be recognized as a Meijer function ~g 
with (g/4tr)2p2 as argument and which decreases ex
ponentially [see Ref. 15, p. 312) as p2 ~ +Cll. This 
implies, by a space smearing5 argument that 
Re[ i'l'2 (x)] is free of 0 -function type singularities 
concentrated at x == O. Since Im[i'l'2 (x)] can be unique
ly defined in e ~ (R 4), the extension (2. 9) - (2. 11) is 
unique by minimum light cone singularity, the cri
terion of Ref. 5. 

In the subsequent sections we will show how these 
results may be generalized to the case of the three
point function. 

3. MASSLESS GENERALIZED FEYNMAN AMPlJ
TUDES 

(A) We start with the formal expression, obtained 
through Wick's theorem: 00 

3 ' 

T(£l(xl)£1(x2)£l(x 3 )) == .. 2:; ~O 'l'3(xlx2X3)g~1 tl 
tp '21 '3 

• n.. (x ) i 1 4> (x );2 4> (x ) i3: 
, 'I' 1 2 3 (3.1) 

x , " " , . Zl,t 2 ,Z3' 

By restricting ourselves to connected contributions, 
any coefficient function in (3.1) may be expressed as 

J, Math, Phys., Vol. 13, No.7, July 1972 

Each term of (3.2) may be realized as a connected 
graph G({V},£) with a set of vertices {V} with #{V} == 
3 and set of lines £, with L == #{£} == 3. If we make a 
correspondence with Feynman graphs each line l E £ 
is a multiPlet of Vz massless lines. l2 The formal 
nature of (3.1)-(3.3) arises from the lack of defini
tion of (3.3), which involves products of distributions. 

'(fV1"'v3 ) is a Feynman amplitude with massless lines. 
Thus our first step will be to replace it by an analyti
cally regulated object, a generalized Feynman ampli
tude (GFA) in the sense of Speer 9 ,lO,l2 which (i) 
exists as a distribution, and (ii) reproduces (3.3) 
formally when regulating parameters are assigned 
certain values (Sec.3B). We will then analytically 
continue the massless GF A to a region (Sec. 3C) in 
which (3.2), with 'l'3(/)1'''/)3) replaced by GFA, repre
sents a series of distribution in S' (R4X 3) converging 
to an element of e~(R4X3) (Sec. 3D), At this stage we 
will have achieved a definition of the regulated ver
sion of (3.2) in a form suitable for renormalization. 

(B) In accordance with our program we will introduce 
in this subsection an analytically regulated version of 
the massless Feynman amplitude (3.3), avoiding dif
ficulties with infrared divergences. l6 In this subsec
tion v l " • v3 in (3.3) are arbitrary positive integers 
but fixed. 

In lieu of the undefined factors in (3.3) we introduce 

A (vz) (A ) == lim [1/ (47T2)Vl] 
In.o 

x [- ~li - Xl)2 + iTJ II Xli - Xlt 112] ()I.r l
}vl , (3.4) 

which is a meromorphic distributionl7 in S'(R4X2) 
(A l: complex parameters) and formally reproduces 
the undefined factors in (3.3) for Al == O. II II is the 
Euclidean norm in R4. We then introduce a further 
real (> 0) parameter r, 

t,(vl) (Al) (x) = lim limt,~VI~(Al)(x) (3.5) 
1).0 'dO . 

with the rhs of (3. 5) defined as the inverse F. T. (in 
R4) of 

3,(/)I} (A )(P) n.r z 

i(1 _ iTJ)(1 + TJ 2 )1!2e [(Al-l)Vl)(1fi/2) 2[(~rl)Vl+ll 

(4tr 2 )vl r«l-Al)VZ) 

x foo da a[(AI-l)Vl)+lexp[ia z(p2 + iTJ IIPII 2 )] 
r Z I 

(3.6) 

with ReAL < 1. 

A~~;!(AI )(Xli - Xl) is continuous and bounded, the pro
duct 

(3.7) 

is well defined and may be evaluated by standard 
methods9 to get the regulated Feynman amplitude in 
a space: 

?~,r(~.)(P) = (871)2 {; (~ Pi) 
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i 1 
x exp [1 + Tf2 CO'l + 0'2 + 0'3) 

X [(0'30'lPI + O'l0'2P~ + 0'20'3P~) 

+ iTj(0'30'111P 1 11 2 + 0'10'211P2112 + 0'20'3IiP3Ii2)])J. 

(3.8) 

In order to take the r ~ 0 + limit on (3.8) in a re
stricted region of the regulating parameters A, we in
troduce 9 ,l2 a sectorial decomposition of 0' space. 
We write (3.8) in the form 

i'~, r (X) == L; ?:'r (A)p, (3.9) 
p 

where p is a one-to-one map of {1, 2, 3} onto £ and 
7T p is the sector in the 0' space given by 

7Tp == {O' lOs O'p(l) s O'p(2) S O'p(3) S oo}, (3.10) 

and introduce sector coordinates O'p (0 == t 3' •• t I such 
that 0 S t3 S 00, 0 S tz S 1 (1 == 1,2) with Jacobian 
n i tr1. Then the "0' integral" in (3.8) in the sector 
7Tp is 

r . 2 P 
(0' integral)p = 100 

dt3 t~3+3 Jl dt 2 Pdtl n {tr z+21- l } 
r l~l 

(
. t 3 t2 

X [E(tl,t2)]-2 X exp 1 --2 • --) 
1 + Tf E(t l t 2 

x [Pl(t;p) + ilJP2(t;P)~' (3.11) 

where 

(i) iJ.f := L; [(Ap(ll) - 1)vp(I')]' 
l/~l 

(3.12) 

(iii) Pi := P~(3) + tlt2P~(2) + tlP~(1) , 

P 2 == IIPp(3)112 + t1t2 IIPp(2) II 2 + tlllppwll2, 

and the lower end points of t 1 , t2 integrals are r de
pendent and tend to zero as r ~ 0+. We shall now 
prove the r ~ 0+ limit. But first we make the follow
ing remark: 

Remark 3.1: The "t2" factorization of the quadra
tic form in the exponential in (3.11) is characteristic 
of massless Feynman amplitudes. It is in fact a 
special case of a more general factorization for n
point amplitudes (Lemma 2.2.20 of Ref. 12) and has 
implications for the structure of singularities in A 
space. Also we have introduced imaginary parts 
through positive definite quadratic forms; as we shall 
see this enables us to prove easily the existence of 
the T}.L 0 boundary value in S'(R4X3) for the massless 
amplitude. 

Theorem 3.1: Let 

Al = f(A l ,A2 ,A 3)11- 4 { } 
t L'maxz IlZ 

<ReA z <1,O<ImA z <a;1=1,2,3} (3.13) 

and consider 

A E AI' 

Then lim~jOlimdo1';'r(A) exists in S'(R4X 3) as a 
Lorentz invariant distribution. (In Sec. 3C we prove 
analyticity in a region A:::J AI> where A is v indepen
dent.) 

Proof: In order to prove the theorem we study 
(3. 8) in the sector 7T p with the representation (3. 11) 
for the "0' integral." Noting the definition iJ.k == L;/'~l 
[(Ap(ll) - 1) IIp(ll)), the tL integral clearly converges as 
r ~ 0+ with the regulating parameters in AI' We do 
the t L integral using 

J; 0'0' O'v-l exp(iO"y) = r(v)y-V e (v,,;)/2, 

1mI'> 0, Rev> 0 

to get, in the r ~ 0 + limit (which we will justify), 

(0' integral)p == e(,Ti/2)J.i~ r(iJ.j + 4) 

x (l dt r[(Ap(3r l )"p(3)l-1 J 1dt t (Ap(u-l)Vp(l)+l 
Jo 2 2 0 1 1 

X [E(tlt2W~+2 . [Pi(t;p) + iT}P~(t;p)]-(ilg+4). (3.14) 

First we note that E(t l , t;2) is strictly positive. The 
summability of the (3.14) integrand, with respect to 
the lower end point, for the t

f 
integration follows (as 

for the t3 integral) from (3. 3), making use of the 
first inequality for ReAL' On the other hand, the sum
mability, with respect to lower end point of the t2 
integration, is assured by the condition ReAl < 1 in 
13.13). Hence the r -7 0 + limit of (3.8), Le., of 
'1'''1) rCA) exists since it exists in every sector 7T • , p 

y! e next prove the existence of the Tf.(, 0 limit of 
'1.'if.rtO (A), in S'(R4X 3) using a method due to Gel'fand. l8 

We smear the integrand of (3.14) [multiplied by 
6(L;Pi )] with a testing function ¢(P) E S(R4X3) and, 
observing ImiJ.3 > 0, utilize the following identity18: 

«P1 + iTjP2 )-il3-4, 1'» == {4 k [_ (iJ.3 + 4) + 1] '" 

X [-(!J.3 + 4) + k]'[- (!J.3 + 4) + 4] ... [-(!J.3 + 4) 

+ 4 + k - l]}-l. «P1 + iT}P2)k-~3-4,o2k;P), (3.15) 

where £ is a differential operator of the form 

L; 
0:,,53 

lSr,sS2 

a a 
a(Il) -- -_ 

rs apil ap"' 
r s 

a~l being the coefficients of the quadratic form 
(Pl + i''1 P2) in Pl ,P2 only because of the application 
of 6(L;:~lPi)' 

We choose k > 4 and observe that Re!J.3 < O. The 
existence_ of the Tj,L 0 limit in S' (R 4X 3) of (3. 14), and 
hence of r;r) (A), now follows since the T/ to limit of 
the (smeared) t integrand of (3.14) exists and is 
dominated by a summable function (Lebesgue's 
theorem). The boundary value is clearly a Lorentz 
invariant distribution, since P l is Lorentz invariant. 

Remark 3.2: We shall make one further simplifi
cation. We consider in lieu of (3.14), the expression 
obtained on making the replacement P~(t;p) -7 P~(P), 
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which is obtained by setting tj = 1, j = 1,2 in the co
efficients of the quadratic form P:!,(t; p). Then repeat
ing the previous chain of arguments, the boundary 
value 1] J,. 0 exists as a Lorentz invariant generalized 
function and coincides with the boundary value in the 
preceding theorem. Thus from now on we shall con
sider the quadratic form [P 1 (p, t) + i1] 3P2 (P)] in the 
analytically regulated a integral (3.14): P~(P) = 6 j =1 

/lPp(j) //2. 

(C) By virtue of Theorem 3.1 and Remark 3.2, the 
GFA (3. 7) with 1], r J,. 0 can be written as (in the mo
mentum representation) 

?;.O(A)(p) = 6 'i;.o(A)(p)p, (3.16) 
P 

where 3 

:f:(A)(p)p = (81T )26 ('f Pi)exp(hill~) 
x fl (22 [(A.p(I)-l)vpW l e(1!i/2)[(A.pW- 1)vp(l)l ) 

1=1 (41T2)lIpWr«(I_ A)p(l) Vp(I» 

x r (uP + 4) (1 dt t -«A.p(3T1)vp(;J)H 
\1-"3 Jo 2 2 

and 

A~(A; t2 )(p)p = 

with 

I~ dt
1 

t~A.p(Jrl)vp(J)+l[ E(t
1
t

2
)]/lg+2 

p 
X [Pf(t;p) + i1)P~(p>r(1l3+4) 

(3.17) 

(3.18) 

Ilg == 6 [(Ap(I') - 1) Vp(I')]' E(t1 t2) = 1 + t2 + t2t 1 , 
1'=1 

Pf(t,P) == 11(3) + t I t2P;(2) + t l Pp
2(l), 

3 

P5(P) == 6 II Pp(j) 11
2

, 
FI 

with the regulating parameters in the region Al 
[(3.13)]. 

The 1) 1 0 boundary value exists as a Lorentz invariant 
distribution in S' (R 4X3). 

In this subsection we will establish an analytic con
tinuation of the GFA (3.16)-(3.18) into the v-indepen
dent region A, where 

A = {A 1- b < ReAl < 1, 0 < ImA I< a, l = 1,2, 3}, 

b~O. (3.19) 

Returning to (3.17) and (3.18), we observe that when 

ReAl ::s (1 _ 4 { }) , 
L'maxl VI 

lower and point singularities may arise from (3.18) 
from the factor ti(il.p(V-1)vp(v+IJ; whereas the corre
sponding factor in (3. 17) will remain integrable. The 
tl end point Singularities will be reflected in compli
cated Singularities in the regulating parameters. We 
first display the singularity structure. 

Consider the generalized function 

[P/W, t) + i71P{(Plr(llg+4), (3.20) 

which appears in (3.18) and where P2 is a positive 
definite quadratic form. Such generalized functions 
have been studied by Gel'fand,18 Now we observe, 
following Gel'fand, that the above generalized function 
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can be analytically continued in the coefficients of 
the quadratic form. In fact, with 1] > 0, it is analytic 
in t 1 in a complex neighborhood K 1 C C' of the domain 
of integration 0 ::s t1 ::s 1 in (3.18). Furthermore E is 
analytic in t 1 and strictly positive in 0 ::s t I ::s 1; it is 
evident that [E(t1t2)](I1~+2)too is analytic in a com
plex neighborhood K2 of O::s tl ::s 1. Let K be the 
common domain of extension. 

Then we obtain, by a well-known procedure,19 
1 A; (A; t 2) (p) p = -----=-:----~---c 

2i Sin1T[ (A p(l) - 1)1' p(l) + 1] 

x It dt
1
(- t

1
)(A. p (I)-1)Vp (l),1 

(3.21) 

with (- t)'Y = exp[logl t 1 + i arg(- t)], I arg(- t) I ::s 1T. 
The tl contour begins and ends at 1, in the complex 
tl plane, encircling the origin once counterclockwise, 
the contour lying within K. 

We remark that, from the identity of (3.21) with 
(3.18) in the region (3.13), the existence of the 1)10 
limit in S'(R4X 3) of (3.21) follows. [However,in 
(3.21), the 1)10 limit may not be interchanged with 
the integration.] 

Formula (3.21) furnishes us with an explicit analytic 
continuation of (3.17) from the region A I (3. 13) into 
the region A (3.19) (A::) A1 ) since the integral in 
(3.21) is analytic in A, all the Singularities being con
tained in the factor r(ll~ + 4) ·{2i sin1T[(A pU) - l)voU) 

+ In -1, which is analytic in this region and the t2 
integral converges. We have introduced the repre
sentation (3.21) as it is convenient for future work. 

With 1] > 0, (3.17) is a distribution in S'(R4X3) with 
analyticity in A. It now remains to prove the exis
tence of 1) 10 limit in S' (R 4X 3) of (3. 17) in the region 
A. Let us return to (3.17) and (3.18) with regulating 
parameters in the region AI' Then by repeated par-
tial integrations 9 we get ' 

{
' ~ [(-I)kl(ajat1)klltot ] 

A~(A; t2 )p = L.J k I 

k1=O nmll~O(lll + 2 + m 1 ) 

(3.22) 

(with III == 2:) WAp(l/) - 1) v p(ll) ]), which may be ex
panded cut as a sum of terms. This formula with all 
end point Singularities factored out also provides us 
with an explicit analytic continuation of (3. 17) to the 
region A. From the theorem on analytic continuations, 
it follows that, in the region A, (3.21) and (3.22) [and 
hence the corresponding representations for (3. 17)] 
are identical. Smear A~(A;t2~multiplied by o (2:)P) 
with a test function 1J(P) E S(R4X3) and apply again 
Gel'fand's method [to the representation (3.22)] as 
in Sec. 3B. Note that the application of various deri
vatives in (3.22) will lower the exponent of the quad
ratic form [last factor in (3.22)] by a finite (v 1 depen
dent) amount. On making use again of the identity 
(3.15), we can raise the power up so that the real 
part of the exponent is positive. Then 



                                                                                                                                    

ANALYTIC RENORMALIZATION 1031 

«Pl + i1/P2)-(I1~+4),¢) is continuous in 1/. The exis
tence of the 1/.j. 0 limit in S'(R4X3) of o (.Bp) AU (i\;t2) 
(in A), and hence of (3.17) now follows by dorriinated 
convergence. (Note that the boundary value is a 
Lorentz invariant distribution since P 1 is Lorentz 
invariant. ) 

We have now obtained the definition of our regulated 
massless Feynman amplitude (3. 17)[the regulated 
form of the formal product (3.3)] as a distribution 
with regulating parameters in the region of interest 
(3.19). We state this result as a theorem. 

Theorem 3.2: The generalized (massless) Feyn
man amplitude [corresponding to the formal product 
(3.3)J is given by the Fourier transform of 

'tU(i\)(p) == E 't:~O(A)(p)p (3.23) 
with p 

't;(A)(p)p == (81T)20 (t Pi) exp(hi !l~) ~ 
1 Z=l 

( 

22P'p(1)-l)vp(1) e(i lrI2)P'p(lrl) VP(l») 
x 2 v r(!l~ + 4) r«l - Ap(!) 111'(1» (41T ) p(l) 

X 1.1 dt r[("p(3)1-1)vp(3)1-1 AU(A' t ) (P) 
0 22 1)'2 I' 

and 

A~(A; t2 ) == {2i sin1T[(Ap(1) - 1) IIp(1) + 1]}-1 

X f O+ dt ( t) ("p (l)-l)lJp (l)+l 
1 1 - 1 

P P ) 
X [E(t1t2)t3+2 [Pi(t;p) + iTJP~(p)r(113+4 , 

(3,24) 

(3.25) 

where .u~ = Er(Ap(Z} - l)lIp(l) and A1 ' •• A3 are re
stricted to the region 

A == {A 1- b < ReAL < 1,0 < ImAz < a, I = 1,2, 3}, 

b '" 0, (3.26) 
Then (3.23) defines a Lorentz invariant distribution 
in S'(R4X 3) with analyticity in A and meromorphic 
elsewhere. For fixed 111 ' •• 113 (taken arbitrarily) the 
singularity of 1':.0 (A) at A = 0 is in the form of poles 
on hyperplanes in C 3: 

3 

(Ap(1) - l)lIp(1) = - kl - 2, L) (Ap(l) - l)lIp(/)==- k2 - 4 
1 

with Kj = 0,1,2, ••. (j = 1,2), [This is evident from 
the factors r (.u~ + 4) in (3.24) and {2i sill1T(A 1'(1) -1) 
x IIp(]) + 1]}-1 in (3.25). The other poles from this 
factor in (3. 25) are spurious since their residues 
vanish.] 

Remark 3.3: We have given the construction of 
the analytically regulated Feynman amplitude with 
massless multiplets for the three-point function, 
since it is with this case that we shall be concerned 
in this paper. Our procedure readily generalizes20 
for the n-point function on making appropriate use of 
the general t factorization mentioned in Remark 3. 1 
and will be given in a different context. 

(D) We are now in a pOSition to turn to our basic ob
ject of concern: the analytically regulated version of 
1'(x) given in (3.2). Let us define 

(3.27) 

where the GF A 1':; is given through (3.23)- (3.25) and 
the A regulators are restricted to the region A given 

in (3.26). By Theorem 3.2, each term in (3.27) (to
gether with the 1/.j.0 limit) is a distribution in S'(R4X3). 
Let us smear each term in (3.27) with a test function 
1> (P) E 'JR.g(R4X3). Returning to (3.24), it is permis
sible to smear A~((A),t2) times o(Ep). In Appendix 
A we show that, for large 1111113 ::=; L) i liz, 

I(A~,¢>I:::; L11~~u)II1>lig 1I1111~(1/p)llvIl3)1 (3.28) 

and that a similar bound holds in the limit 1/ J, O. The 
o(E p) restriction is understood. Here ~(II) has 
growth (const llVlI3 1\ 1> Ilg is a norm in 'JR.g (R4X2) and p 
is the order of growth of the indicator function get) 
(Ref. 1). Choosing p > t ,as in Sec. 2, and using 
Stirlingis formula, we verify that (3.27) converges 
in the tgpology of 'JR.~(R4X3) and uniformly in 1/. 
Hence 1'11tO(A) exists in 'JR.'g(R4 X3) and is analytic in 
A, because the convergence is uniform in compact 
subsets of A. We thus have the following: 

Theorem 3.3: 
00 

1'1)j o(A)(x) == E 
"l, .. v3 =1 

(3.29) 

exists as a Lorentz invariant (strictly localizable) 
generalized function in a space 'JR.~(R4X3), with indi
cator function of order of growth p, t < p <L ana
lytic in the region A [(3.26)]. 

(3.29) constitutes the analytically regulated version 
of the formal series (3.2) of divergent Feynman 
graphs. For later purposes it is convenient to ex
press (3.27), via (3.23)- (3. 25), as 

<f (A)(p) == (81T)20(t Pi) f; fl( 1 \ 
11 1 v

1
, .. v

3
=1 1 [(41T)2]vlr(Vl + I)} 

x E n (g2) 1-"p(l) VI 
3 (22Ap (l) vI/"p({r1)vl1fi ( ) ~ 

p 1 r«l-A)p(t)v/) 

x r(tlP +4)j1 dt t-[("p(;l)-1)v3J-l AU (A·t )(p) 
3 0 22 1)'2 P 

and (3.30) 

A~(A;t2) ={2i Sin1T[(Ap (l) -1)111 + 1]}-1 

with 

x It dt1 (- t1 ) ("p(lT l ) Vt 1 

X [E(tlt2)]11~+2 [Pi(p, t) + il1p~(p)r(l1g+4) 

3 

.u~ == E (Ap(Z) - 1) Ill' 
1 

(3.31) 

In order to derive the above expressions we have ex
ploited the fact that the series coefficient satisfy 

(g2)L:f(1-" l)vl (g2)L:f(l- "p(Z»v p(Z) 

nH[(41T)2]vlr(VI + 1)} = nf{[(41T)2]Vp(l)r(lIp(1) + I)} 

for any permutation p of (1,2,3). We have then 
interchanged 6 p with 6{1d which is then the same 
as E{II ,)}. Since the 111'(;) 'are summed over, we can 

pC. 
replace II p(i) -. vito get the above expression. 

4. RENORMALIZATION OF THE THREE POINT 
FUNCTION 

(A) In this section we will show how the series of re
gulated Feynman graphs (3.29) may be defined at 

J, Math. Phys" Vol. 13, No, 7, July 1972 
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" = 0 through a renormalization. We already re
marked (Theorem 3.2) on the singularity structure 
of the individual GF A' s f~ ()..) for arbitrary (but fixed) 
". For an individual GF A, one could renormalize, by 
procedures suitable for meromorphic functions 
either through a generalized evaluation9 or through 
an analytic evaluation10 which is equivalent to an 
analytic decomposition into regular and singular 
parts and analytic continuation of the regular part to 
A = O. However, i'1) ()..) being the sum of an infinite 
series of GFA's is not meromorphic, by the reason
ing of Sec. 2. We shall therefore generalize the ex
tension procedure of Sec. 2 in order to give an analy
tic decomposition of 1'1) ()..) into a sum of regular and 
singular parts. 

Returning to (3.30) and (3.31), it is convenient to 
write the "1 sum as a Z contour integral representa
tion (as in Sec. 2), since (as will be clear) the A de
pendent poles on hyperplanes in C3 can be analysed 
as moving Z plane poles in the spirit of Sec. 2. We 
get 

i'1) (A)(p) == (81T)2 0 (t Pi\ f; ~ (r( 1 1 \\ 
1=1 '/ v2'/)3=1 1=2 "I + 1/ 

x 6 F;()..)(p)p, (4.1) 
p 

where 

FII(A)(p) = n 22Ap(l)uI e (g2)(1-Ap(l) Z 
3 ( (Ap(Z) -1)1I1 11i IJ) 

1) P Z=2 r«1-Ap(z)}1I1} 

1 22Ap(1)Ze(Ap(I)-l)z7T(g2)t1-Ap U»z 
x - fr dz -------"---'-----

2i 1 [41T)2) zr«l- Apu»Z)r(z + 1) 

x Cot1TZ r(lJ.j + 4) f01 df2t;[(Ap<a)""Dv31-1 ~(z, A; t 2) (P) p 

(4.2) 

r, 

FIG. 4. The contour r 1. 

FIG. 5. The shaded region Al. 

--

FIG. 6. Location of moving poles. 
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with A~ given as in (3.31) with the replacement 
"1 --? Z and 

3 

f.L~ --? IJ.~ = (A p(1) - l)z + 6 (Ap(l) - 1)"z· 
Z=2 

The contour r 1 is shown in Fig. 4. From the follow
ing analysis it will follow that r 1 can be chosen so 
as to enclose only the fixed poles of COt1TZ at the 
positive integer points: (4. 1) when smeared with 

Now ff;()..) has possible singularities at the nonanaly
tic points of the integrand of (4.2). Aside from the 
fixed poles of cot1TZ, these are moving ()..-dependent) 
Singularities in the Z plane; they lead to Singularities 
of F(as A --? 0) only if they cannot be avoided by r 1 

contour distortions. 

The r function in (4.2) and the over-all factor (in 
braces) in the definition (3.31) of A~ (in 4.2) lead to 
the following set of moving z-plane poles: 

$ E ~g(R4X3) converges and defines a generalized 
function in ~~ (R4X3). Let us now see how the A 
singularities arise. 

First, consider a subregion from (3.26) in C3 : 

A - A(1) x A<2) x A<3) s - , 

A (l) == {A 1 I A I - 1 = r 1 e Hlz, ~ 1T < U 1 < 1T, I r 1 - 11 < E J 
(4.3) 

is the shaded region in Fig. 5. 

Z <n1)()..) = (n 1 + 2)/(1 - ApW), 

Z (n)()..) = (n 3 + 4 - t (1
1
- ~(l»1I1), (4.4) 

~' 2 - p(l) 

with n· = 0,1,2,··· (j == 1,3) and all permutations p. 
From 1(4.3) and (4.4) we get (with the convention 
6 = 0 for j = 1, nr == 2, ng = 4) 

1 Rez (njl(A) == -- [(nj + nJ) cosQp(l) 
r pU) 

and hence 

Imz<nj ) = - tanUp(l) Rez(nj ) 

1 j 
-----:,...,,,,.--- 6 r p (l l III sinU p (I) • (4. 6) 
r p(l) cOS··p(l) 1=2 

From (4.5) and (4.6) we see that the Znj()") poles with 
Reznj 2: 0 lie on a straight line (in the z plane) with a 
positive intercept and subtend an angle U~(l) (= 1T - n pUl), 
0< U' (l) < 1T/2 on the real axis. Clearly,for 
Reznj p> 0, we have Imznj > 0. Thus, as shown in Fig. 
6, the r 1 contour can be chosen so that all znj (A) 
poles lie exterior to it. 
In the region As (4,.3), (4.1), and (4.2) are analytic in 
~. However, if we were to continue to A ~ 0, the r 1 

contour would get pinched between the fixed poles at 
z == k (k == 1,2,3, ... ) and, from (4.4), those moving 
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poles z"j(A) which at A == 0 satisfy 

Z"! == n 1 + 2 == k1' 
3 (4.7) 

zn 3 ==n3+4-6 vl ==k 3, kj =I,2,3,···, 
2 

leading to nonanalyticity of (4.1) and (4.2) at A == O. 

The first set of poles in (4.4) is identical to the set 
in Sec. 2; following the procedure of that section, we 
distort the contour r 1 ~ r 1 so as to enclose the 
z (n!) (A) poles and compute the discontinuities. This 
leads to the decomposition 

(4.8) 

of (4.1) in A : We remark that holdil.!g any two Aj' 
Ak fixed in AC}), A(k) , we have tha! (i) 't1j{A)R is analy
tic in A I E A (I) and (ii) limAI~O <fij (A) R! exi:hs uniquely 

for any sequence {A~ I A} E AW} since it may be seen 
that the Z"j(A) poles do not lead to pinching of r l' 
Next we consider the second set of poles in (4.4) 
which will cause a singularity of 'tTJ {A)R1 when all 
Al == 0 (1 = 1,2,3). We set Q l == Q and deduce from 
(4.5) and (4.6), for Rezn

3 > 0: 

o < Imz~(A) = tanQ' Rez("3) (A) + tanQ'(v2 + v 3 ), 

(4.9) 
where Q' == rr - Q. 

Returning to (4.8), we repeat the contour distortion 
procedure r 1 ~ r so as to enclose the z (n3) (A) poles 
with (Rez"3 2: 1) and compute the discontinuity (see 
Figs. 7 and 8). Because of (4.9), in order to enclose 
Z"3 (A) poles, it is sufficient at this stage to have the 
upper edge of the contour r to be a piece of the 
straight line subtending an angle Q' on the real axis 
and an intercept (v2 + v3 + E) tanQ', E > O,on the 
imaginary axis (it may be checked that such a dis
tortion does not lead to any divergence). 

We then get the analytic decomposition in A: 

(4. 10) 

Now A1 3 'tTJ (A) (which are the residues of the moving 
poles) have a complicated singularity at A = O. How
ever,as shown in Appendix B, fr-1[A 3'tTJ -I0{A)](x) is a 
distribution in ~~(R4X3) with suppor.! concentrated on 
Xl == X 2 == x 3 • Furthermore, fr-1[A1<fTJ -I0{A)](x) is a 
sum of distributions with supports concentrated on 
surfaces Xi == X j' On the other hand, 'tTJ (A) R can be 
analytically continued to A = O. This continuation 
may be done by setting all the A's equal to some A 
and continuing in the single variable to zero. (The 
analyticity follows from the fact that in the continua
tion, no further r contour distortion is necessary; 
the moving Znj{A) poles fusing with the fixed poles at 
the positive integers.) It now follows that fr -l['lQ to (A)](X) 
is unambiguously defined as a continuous linear 
functional only on the subspace ~0(R4X3) of test 
functions from ~g(R4X3) which vanish, together with 
all derivatives, when any two space-time points 
coincide. This was to be expected. 

We now obtain a definition of <f{A)(x) at A = 0 through 
the following extension to ~~ (R4 X3): 

(4. 11) 

where 

( d e- niz cotrrz(g2)z r(4-z-~ivl) 
x J::- z 

r [(4rr)2]zr(z)r(z + 1) 2i sinrr(-z + 1) 

x J; dt2 t~-l ~o+ dt1 (-t1)-z+1 [E(t1t2)]2-z-~~VI 

x 6 [Pl(t,p) + i1jP~(pw+~~vr4. (4.12) 
p 

From the considerations of Sec. 3D, it follows that 
'tTJ -10 is a Lorentz invariant distribution in ~' (R 4X3). 

The extension (4. 11) and (4.12) is certainly not 
unique. We can clearly add to the rhs of (4.11) any 
translation invariant distribution in ~~ (R4 X3), 
X (x 11 x 2' x 3) with support concentrated on Xl ==x 2 == X 3' 

In fact we shall take advantage of this later to obtain 
a minimal and unique extension. But first we prove 
that the extension (4.11) and (4.12) constitutes a re
normalization. 

(B) We can characterize a renormalization through a 
certain number of properties.21 Basic to it is the pro
perty of being a Lorentz invariant extension to a 
distribution (in ~' for us); this we have already shown. 
Furthermore, the extension of ~(x) is the complex 
conjugate of the extension <f(x). [This follows easily 
on utilizing the fact that in Sec. 3 the Til (A) can be ob
tained from Til (A) by complex conjugation for real 
values of the regulating parameters, and thEm by ana
lytic continuation in general.] It remains to prove the 
basic unitarity-causality relations for the functions. 

Starting from the unitarity-causality relations for 
T products, 2,3 and the relation (3.1), a straightfor
ward application of Wick's theorem leads to the fol
lowing sufficiency conditions for the respective 
properties of the T products: 

Unitarity: 

0== 6 (- 1) lUI TG(U) 
UcG 

FIG. 7. Pinching of r l' 

FIG. 8. Contour splitting. 
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x I; n (g2)lJlil~1 (ViZ' VIZ») '[' (4.13) 
IIz=l ZEM(U,U') vz! G(U/)' 

IEM 

Here U = {~1 ... , V)k} is a generalized vertex of 
G(V 1 V 2 V 3')' u' = C(U), '['GW) = 'f(x 'I' ••• ,X. k) and 
M(U, U') is the set of lines connectiJg U and JU'. For 
notational Simplicity we will suppress the space
time dependence. 

Causality: 

suppR 3 (X 1X2X 3 ) c-lXl -Xj EV+1j = 2,3}, 

where 

R3=:6 (-I)I U1 1-1 r G(U) 
UICG 1 

I; ( n (g2)Vlil~/(ViI'Vll») '[' , 
viol lEM(U.U') VI! G(U1 ) 
lEM 1 1 

(4.14) 

(4.15) 

where U1 = U such that V 1 E U. In order to show that 
the '['3 functions of (4. 11) and (4, 12) ('['2 was obtained 
in Sec. 2) satisfy the above conditions, we first obtain 
an analytically regulated version22 of these relations. 

First we note that the work of Section 3B could have 
been done using Pauli-Villars (p.v.) regulators 
{Mj } 22 instead of the regulator "r". Then the ana
lytically and p.v. regulated propagator replacing (3.7) 
would be proportional to 

lim Joo da z aF'rDvzl+1J(ap M) exprol[p2 + i'T/ lip 11 2 ], 
1J~O 0 

(4.16) 

where, for sufficiently many regulator masses, 
J(a,M) can have a zero of any desirable order at 
a I = O. Then the identities 

il(v),M(A;X) = e(xO)A~V),M(A;X} + e(-xO)A~v).M(A;-X), 
'X (V).M (A;X) = e(- XO)il~II).M (A;X) + e(xO)il~).M (A;- x) 

(4. 17) 

hold in the sense of continuous functions, and the 
graphwise unitarity relation 

0= z::; (_I)IUI [ n ~(vl)·M(Al)] 
UcG lE.c[G(v)l 

x [ n il~/)·M(Al)] [ n il(VZ),M(A)] (4.18) 
IEMW,V') lE£[G(U')] I 

holds as an algebraic identity between continuous 
functions. 22 Here £[G(U)] is the set of lines connect
ing vertices of U. Recall from Sec. 3 that each "line" 
is a multiplet of V z lines of the Feynman graph. The 
first and third factors can be evaluated in momentum 
space, as in 3B, and from Theorem 3.2 it follows that 
the limit Mj ~ co exists if we restrict A to the region 
A 1 • We then get (with the p.v. regulators removed) 
the generalized unitarity relation for the massless 
GF A '['~{A)(X) in the region A1 • Now we can carry 
through the analytic continuation procedure of Sec. 
3C leading to Theorem 3.2 [note that il~1I1) (A) is en
tire analytic] and obtain the unitarity relation for the 
massless GFA's: 

J. Math. Phys., Vol. 13, No.7, July 1972 

with the A'S (which are distinct for each factor) re
stricted to the region A [(3. 26)]. We multiply (4.19) 
by 

and redistribute it among the various factors in 
(4.19). We then get 

(4.20) 

O=z::; (_I)IVI . n g I Z '['." (A) ~( ( 2)(1-A)V) ~ 
VcG lE.c[G(u)l r(lIz + 1) G(U) 

X n (g2)(1- A
I)V1il<:I)(A Z») 

IEM(U,U') r (liZ + 1) 

x n '['II I (A) [( 
(g2) (1-A/)V1) ~ 

lE£[G(U')l r(lI l + 1) G(U) • 
(4.21) 

Finally, summing over all the II we get, noting (3.29) 
the generalized unitarity relation, 

U"'G,"'</> 

( 

(g2)(1-AI)VI il~z (AI») 
x:6 IT '[' G<u') (A) 

viol lEM(U.U) r(lI z + 1) 
(4.22) 

IEM 

with the A'S in the region A. A generalized causality 
relation for the analytically regulated '[' functions 
can be similarly derived. 

We can apply to (4.22) the analytic decomposition 
method of Sec. 2 and Sec. 4A in the subregion As of 
(4.3). Considering the Znl (A) poles of (4.4) and Sec. 
2, we get the decomposition (2.7) and (4.8). Hence, 
(4.22) can be written as 

0= ['['3(A),8 - ?i'3(A)R + z::; (_I)IVI rG(V)(A)R 
1 1 VcG 

x:6 n 00 ( 

vl~l IEM(U. v') 
IEM 

+ A1 U(A), 

where 
00 

il1U(A)(X)=:6 :6 a~(Ap(1) 
p n=2 

n-2 

(4.23) 

X }?o ft.n (Ap(2» A p(3» Oro (xP(1)i -Xp(l'i) (4.24) 

as follows from (2.8) and AppendixB (B4). The identi
fications can be easily made. It suffices to note that 
a~(Ap(1) is proportional to cot[1Tn/(I- Ap(1)] times 
analytiC factors with no zeroes for Ap(1) = O. On the 
other hand, lim f :.n (A p(2) ,A p(3» as A p(2) ~ 0 exists 
for fixed Ap (3) and similarly for the other variable. 
Now we show ill U(A)(x) = O. Fixing our attention on 
Ap(1) , for some p, we recall [from Sec. 2 and the re
mark after (4. 8)] that the limit A (1) ~ 0 (for fixed 
~J'(2),Ap(3» exists for the square bracket in (4.23). 
lience, under the same conditions, lim ill U{A)(x) as 
Ap(l) ~ 0 exists. On the other hand, (4.24) can be 
written as 

00 

il1 U(A)(x) = ~ ~ b:(A)Or6 (Xp(1).-X (1»' (4.25) 
p r= 0 • p f 

where 
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00 

bt~) = 6 a~+2 (Ap(l) )ff. n +2 (A p(2), A p(3») 

and we must have limbt~) as Ap (l) ~ 0 exists for 
each r. But 

b~~) - bt+1 (A) = a~+2(Ap(1N:'r+2 , 
where a~+2(A (1)) has a pole at Ap(1) = O. Hence 
fro r+ 2 = o. By a trivial induction we get for each r, 
f r .r +2 + k = 0, k = 0,1,2,'" ,so that b~ (A) = O. Repeat
ing this argument for all p, 6.1 U~) = 0 as claimed.23 

Thus we are left with (4.23) with only the square 
bracket term on the rhs. Now we consider the zn3~) 
poles of (4.4) which are singularities of <J' 3 and 1:3 
only. Applying the decomposition procedure leading 
to (4.10), we find that 6.3<J'~)(x) = 6. 3<J'(A)(x). This is 
because, as noted earlier, <J'II (A) is obtained by com
plex conjugation with A real, and then by analytic con
tinuation; we have that 6. 3 <J'(A)(x) is concentrated on 
xl = X 2 = x3 by Appendix B. Hence we get 

(g2)(H'Z) VI 6.:(A z)) 

r(lI z + 1) 

(4.26) 

Setting all the A'S equal to a single A, each term 
admits analytic continuation to A = O. Performing 
the continuation, we derive the unitarity relation 
(4.13).24 

The proof of the causality relation (4.14) follows on 
exactly the same lines. This completes the proof 
that the extension (4.11) and (4.12) is a renormaliza
tion. 

5. THE UNIQUE EXTENSION WITH MINIMUM 
LIGHT CONE SINGULARITY 

In this section we will show how a finite renormaliza
tion may be implemented so as to secure for <J'( 3)(x) 
an unique extension characterized by minimum light 
cone singularity. 

(A) First we recall that <J'( 2)(x) has been completely 
fixed by virtue of unitarity, causality, and minimum 
light cone singularity. Then by virtue of the unitarity 
causality restrictions (4.13) and (4.14), which our ex
tension for <J'( 3)(X) has been proved to satisfy, we 
have only the freedom to add to (4.11) a real, trans
lation invariant distribution X(x) from e; (R4 X3) con
centrated on xl = x 2 = x 3• In this subsection we will 
implement a specific finite renormalization. To this 
end we consider, in lieu of (4.11) and (4.12), the fol
lowing: 

De jinition 5. 1 : 

'['(3)(x) = 5'-l(lim <D 3»)(x), 
~~o ij 

(5.1) 

1 fr d ( g2 ) Z c ot7rz (1 + sin21Tz) 
X 2i fo Z (41T)2 r(z)r(z + 1) 

. r(4-z-~~1I1) 
x e' nz 2i sin7T(- z + 1) 

J1 fO+ 2-z_~3v 
X dt2t~3-1 dt 1{- t1)-z+1[E(tv t2)] 2 I 

o 1 

X 6 [Pi(t;p) + i7)P:(p)] Z+~;Vl-~+ x(P)}, (5.2) 
p 

where the contour 1'0 is shown in Fig. 9 and X(P) is 
defined by25 

X(P)=2f-
g2 

)26J1dt2/dt1(l + t2 + t2t1t2 (t1t:?)1/2 
\(47T)2 P 0 0 

~ J dT ethT 11[2(l/T)1/2]. T2 
x 21Ti c 
x Id2(t/T)1/2](1/T)1/2K 1[2(1/t 1 T)1/2] (5.3) 

with largTI :-:: 1T, T- 1 /2 = exp(- ~ logl TI - h argT), 

~ == L(P~(3) + t1t2P~(2) + t1P~(1)\ (5.4) 
P (47T)2\ t 1 (l + t2 + t2 ( 1 ) 1 

with standard Bessel functions 26 in (5.3). 

The contour C is shown in Fig. 10. The contour is 
constrained, in the neighborhood of the origin, to be 
a cardioid; otherwise the T integral, with the T inte
grand analytic in the cut T plane with the cut running 
along the real axis from 0 to (- co), is contour inde
pendent. 

With T = R expie, we choose 

R = ta(l + cose) (5.5) 

for the contour C in the neighborhood of the origin, 
with any real a> O. Then the real part of the argu
ments of the II functions in (5.3) remains bounded 
in the neighborhood of the origin. Furthermore, 
since 1 argT I :-:: 7T, it follows, from asymptotic esti-
mates,that,for 0:-:: f1 :-:: 1,T-1/2K1[2(t1Trl/2] re
mains bounded for T E C. Thus the T integral con
verges uniformly for 0 :-:: t12 :-:: 1, and ~ in any com
pact set in <c 1 • Since the T integrand in

P
(5. 3) is ana

lytic in the cut T plane and (5.3) converges for all 
contour distortions with 1 arg I < 7T avoiding the neigh
borhood of the origin, by Cauchy's theorem (5.3) is 

-I 

FIG. 9. The contour r o' 

c 

FIG. to. The contour C. 
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contour independent. Hence (5.3) defines x(p) un
ambiguously. 

The definition (5. 1) and (5.2) differs from the cor
responding expressions (4.11) and (4.12) through the 
addition of real, translation invariant quasilocal 
distributions concentrated on xl = x 2 = x3 which is 
an allowed finite renormalization. To verify this we 
first consider the term in braces in (5.2). This 
differs from the corresponding expression (4.12) in 
that (i) the contour So passes between zero and minus 
one, in contrast to r which passes between one and 
zero; (ii) there is the presence of an extra contribu
tion from the sin27Tz term27 in the integrand. The 
latter contribution is due to simple z plane poles at 
the positive integers; it is easily evaluated and leads 
to an entire function of the (P1) of order of growth 
t. Furthermore the difference in the contribution 
from the "fo and "f contour integrals is again due to 
a simple pole at z = 0; the contribution is again an 
entire function of the P1 of order of growth t . 
It remains to characterize the contribution of X(p) in 
(5.2). To this end we study 

~mp,t) = 2~i ~ dTetl~pTI1 [2(~) 1/2Jl1[2(t~) 1/2J . T2 

largl :s 7T, which is the T-contour integral in (5.3). 
The integrand is analytic in ~p; since we have a con
vergent integral with compact domain of integration, 
(~ ,t) is an entire function of ~p' We now estimate the 
older of growth in ~ p' 

For convenience let the entire contour C be the car
dioid (5.5). Then for T E C, we have Re(T-1/2) = a-l12 • 
Also let I ~ pi :s r. Then we have 

~~Pr 1~(~p)1 :s Co' a.era~~g{II1(2(~ ril.)I1 (2(: f /2) 

where Co is a constant independent of a, r. Let a = 
fer) (which will be determined) so that a ~ 0, as 
r ~ co, and hence Re(T-1/2) ~ co. Then, for large r, 

-112 
erasup{ I I} '" e ra e2a 

TEG 

on using asymptotic estimates of Bessel functions. 26 
We determine a = fer), by minimizing g(a) = ra + 
2a-1/2 . g'(a) = 0 implies a = r-2/3 and g(a) = 3r1/3. 

Hence 

lim exp(- 3r1/3 ) sup I~(~p) I = O. 
r -->00 ~p=r 

(5.7) 

Hence S(~ ) is an entire function of ~p of order not 
greater th~n t. Recalling the definition (5.4) of ~P' 
it follows, because of the compact region of integra
tion in tv t2 in (5.3), that x(p) is also an entire func
tion of the (P1) of order not greater than t. 
We conclude that the difference between 1"'( 3)(x), as 
defined in (5.1), and the corresponding object (4.11), 
which was obtained as a renormalization, is a real, 
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translation invariant distribution in e~ (R4X3) con
centrated on Xl = x 2 = X 3' which is an allowed finite 
renormalization. 

(B) We shall now prove that the definition (5.1) of 
1"'(3)(x) is unique and is characterized by minimum 
light cone singularity. We need only study Re1"'(3)(x), 
since Im1"'(3)(x) is fixed, by unitarity, any ambiguity 
being in the form of a real quasilocal distribution in 
e~(R4X3) concentrated on Xl = x 2 = x3 by virtue of 
causality. Returning to (5.2) we write 

1"'\3)(P) = (87T)20(~ Pi) TlJ(P) (5.8) 

and study TlJ (p) with the {p j} restricted to the region 

(5.9) 

In compact subsets of this region lim lJ 40 0 TlJ (P) exists 
in the ordinary sense. This follows on recalling the 
definition in (3.20) of pi (t, p) and on deforming the 
t1 contour in (5.2) for each p term as in Fig. 11 with 
0p' the radius of the circular part satisfying 

o < ( P~(3) ) (5.10) 
p P~(1) + P~(2) 

with the momenta restricted in any compact subset of 
n, (5.10) implying that Repi.ct; p) > O. Hence we get28 
in any compact subset of n, 

Re[lim 1: (P)] = L; n -;; g 
[ 

00 3 ( (1)VZ( 2)vZ J 
lJ+O lJ v2,v3=1 Z=2 [(47T)2] Zr(vz)r(v z + 1) 

1 1 [g2/(47T)2]z r(4 - z - ~~Vz) 
x 2i fo dz sin7Tz r(z)r(z + 1) 2i sin7T(- z + 1) 

X J1 dt tV3-11°+ dt (_ t fZ+1[E(t t )]2-Z-~~vz 
o 22 1 1 1 12 

x P[Pi(t;p)]Z+~~Vz-4] + X(P). (5.11) 

We can now deform the contour I'o ~ L (Fig. 12), the 
semicircular contributions vanishing at infinity, and 
the resulting integral converging along the imaginary 
axis. Furthermore, after the deformation "fo ~ L, the 
t1 Eulerian integral recovers its standard form, the 
circular contribution (Fig. 11) shrinking to zero as 
op ~ O. Thus 

Re[lim 1: (P)] = [f ~ ((- 1)Vzg2/(47T)2VZ) 
lJ+O lJ v

2
,v

3
=1 Z=2 \ r(vzlr(vz + 1) 

1 f g2/(47T)22 (3 ) 
x 2i L

dz sin7Tz r(z)r(z + 1) r 4 - ~ V z - Z 

x j1 dt t V3-
1j

1
dt t -z+I[E(t t )]2-z-~;vl o 22 0 11 12 

X F [pi(t, P>r+~~ Vz-4] + x(p). (5.12) 

In Appendix C we show that the double series within 
braces in (5.12) can be explicitly summed and prove 
that the lhs of (5. 12) is given by 

Re[T(p)] = 2(~) 2 
(47T)2 

11 11 -2 -1 1/2 
X 6 dt2 dt1 (1 + t2 + t2t1) (t1t2) 

p 0 0 
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x 1«> dT e -t 1 ~p TJ1 [2(1/T) 1/2]T2 
o 

X J 1[2(t2/T)1 /2](I/T)1/2J1[2(I/t1 T)1/2] 

with ~p as defined in (5.4). 

On changing variables T -) (1/ t1 )T, we get 

Re(T(p)] = 2 (L)2 
\( 41T)2 

x z::; 11dt21
1
dt1 (1 + t2 + t2t1)-2 1;1/2 

p 0 0 

x J co dT e-~pTJ1[2(t/T)1/2] T2t~1 
o 

(5.13) 

(5.14) 

We now consider the behavior of Re[T(p)] when the 
P~ -) + co specifically for two cases: 

(i) p~ -) + co J' = 1 2 3' 
J ' '" 

(ii) p~,p; -7 + 00, p¥~ O. 

In either case it follows from the definition (5.4) that 
~p -7 + 00, for all permutations p, uniformly in tv t2 
with 0 s t1 ,2 S 1. Now the T integral in (5.14) de
creases faster than any inverse power of ~ ,as ~ -7 

+ 00. When ~p -7 + co, the dominant contribution ii' ex
pected in the region T ~ 0; but in this region rapid 
oscillation sets in, independent of t1 , t2 , because of the 
last Bessel function in (5.14). An asymptotic esti
mate29 shows that the actual decrease is 
exp(- E ~ ~/3), for some E > 0 independent of the t j' 
Since the region of t1 ,2 integrations is compact, and 
since the integrand (5.14) is strongly decreasing in 
cases (i) and (ii) above for all ti,O s ti S 1, it foil ow s 
that Re T(P) is a strongly decreasing function in both 
of the above cases (i) and (ii). We are now in a posi
tion to prove the following: 

Theorem 5, 1: The extension '['(3) (x), as given in 
Definition 5.1, is unique and has minimum light cone 
singularity. 

The proof of uniqueness follows immediately from 
the previously established strong decrease in the 
case (i) P~ -7 + 00, j = 1,2,3. For, as has been men
tioned earlier, the only arbitrariness is in Re'['3(x) to 
which we can add a real, translation invariant distri
bution from e~(R4X 3) concentrated on Xl = x2 = x 3• 
In momentum space, after factoring the over-all func
tion of P~ of order < ~ which cannot decrease to zero 
in any direction and would destroy the asymptotic 
property in the region (i). 

From the (stronger) property of decrease in the 
region, (ii) 3 0 follows the absence in Re'['3 (x) of distri
butions concentrated on Xl = x 2 = x 3 • To see this, 
define 

- ( ) - 2 2 2) ) Re'l'3(P) = 6 4(Pl +P2 +P3)T(Pl,P2,P3' (5.15 

so that 

Re'l'3(x1 x 2x3) = T(~, 17), (5. 16) 

where 

T(~,17) = k4dPzj~4dP3 e-i{P2f,+P31/)T«P2 + P3)2,p~,p~) 

and 

Let ;Z = t(;O ± 17 0) and define 

t(;£1) == 17d7.d~d;? T(;, 17)CP(;, 1/, ;?) 
R 

(5.17) 

and where cP E eg (R7) and CP(P2,P3'PP) E 'JITg (R7) 
and of compact support, 

Supp 1> = {p P po III P2,3 11 S L } 
2' 3' + 2L sip? ISM' 

where PZ = p~ ± P~. 

Then we have the identity 

where 

(5.18) 

(5.19) 

t(pr:!) = fKdP2~3dP3~ldP?T«P2 + P3)2,N,p~) 

1>(P2'P3,P?). (5.20) 

'8 

FIG.11. The 11 contour. 

-I 

L 

TIG.12. The L contour. 

FIG. 13. The Hankel contour. 

TIG.14. The contour y. 

FIG. 15. The contour Co' 
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Writing 

(P2 + P3)2 == pp2 - (P2 + P3)2 t 
P~ == -·hpp + P9)2 - p~, let I p91 -7 00. 

P~ == t(PP - p9)2 - P~~ 
Then we get, because of (5. 18), ~ -7 + 00 in the con
tributing regioE in (5. 20) becaus~ of case (ii) after 
(5.14). Since T is strongly decreasing, becau§e of 
compact region of integration in (5.20) so is t(P~). 
Hence ta.9) is Coo at i;.9 == O. This rules out the pres
ence of distributions like pea/ai;, a/a1))15(4)(i;)15(4)(1)) 
[but not like p(a/ai;)15 (4)(i;) or p(a/a1))15 <4>(1)) which is 
allowed]. Hence the unique renormalized three-point 
function (5. 1), (5.2) is characterized by minimum 
lightcone singularity. QED 

6. CONCLUDING REMARKS 

In this paper we have taken the point of view that 
(axiomatic) renormalization2,3 is basic in local field 
theory. We showed how some time-ordered products 
in a conventionally nonrenormalizable but strictly 
local field theory can be uniquely defined by first 
effecting a renormalization and then by imposing, con
sistently, a light cone boundary condition to fix the 
allowed finite renormalization. Divergences arise in 
naive manipulations in field theory due to locality; 
nonformal methods lead to a variety of extensions. 
Therefore it seems to us highly sensible to impose, if 
possible, a boundary condition on the light cone to fix 
the "simplest" dynamics 5 and to secure a unique ex
tension with the minimum allowed light cone singu
larity. It is due to remarkable properties of infinite 
sets of renormalized Feynman graphs that this situa
tion obtains for the two- and three-point T products 
of this paper; it is characteristic of the "disappear
ance" of the effects of logarithms (in the kinematic 
invariants) in the sums. Our results encourage us to 
believe that higher point functions can also be unique
ly renormalized with minimum light cone singularity, 
although complete results in this direction are not 
yet available. A successful implementation of this 
program would lead to a control, in perturbation 
theory, of at least a privileged class of nonrenormal
izable fields in accord with the general principles of 
local field theory. 

Note added in proof: K. Pohlmeyer13 proves minimum 
singularity with pure space smearing. The equality of 
our definition (5.1-5.2) with Pohlmeyer's follows on 
inserting Mellin-Barnes representations for Bessel 
functions in (5.14) and performing the T integral. We 
thank R. Flume and K. Pohlmeyer for communications. 
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APPENDIX A 

In this appendix we verify some assertions of Sec. 3D. 

(1) To begin with take any 1/ > 0, and consider the rep-
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resentation (3.28) for A(v/1)). Suppressing the depend
ence on A and t2 , we have 

A~ == ~ dt1 G(v)(t1)[P1(P, t1) + i1/P2 (p)r (Jl3+4), 

where the 15('6 P) restriction is understood. GV(t) is 
analytic on C with growth (in II) bounded by ellv II, P 2 

is positive definite, and it is permissible to write 

(A~, 1» == ~dt1 G(II)(t1) «P1(t1) + i7]P2t(Jl3+4), 1», 

with ¢> E :m:g(R4X2). We have 

I ( A~, Cf» I ::s L '7 sup GII(t1) I sup I 
tlEC tlEC 

X ([P 1U1 ) + i7)P2 J-(Jl3+4l, Cf» I 
:S L" c~v"14X2 dp I ¢(P) I sup I 

R tlEC 

X [p1 (P, t1 ) + i1)P2(P)tlivI13, 

wit.h 0 < Rea < 1, and for large II v II 3 can ignore - 4, 
WhICh can always be compensated by integration by 
parts (Sec. 3C). Thus 

I(A~, ¢>I ::s LTJ C~vll" ¢ Ilg~4X2dP g(llpl12t1 

(sup IP1 (p, t1 ) 1+ 1)P 2(P))llv I13 
tlEC ' 

where g(II p2 II) is the indicator function 1 and" ¢" is 
a norm in g (R4 X2). Introducing hyper spherical co! 
ordinates in R4X2, we get 

iiI~lI) == C~VIiJ . dQ[P1(Q) + P (Q)]llvI13 
compact reg10n 2 

with 

I ( A~ , ¢> I ::s L,," Ci>II giil (1I){,o dR R 7[g(R 2) r1(R 2) Ilv 113 

whence, utilizing the decrease property1 of [g(R2)]-1, 
we get 

I( A~, ¢> I::s LTJiiI ~"),, v 1I[~lIp)IIVI13111 ¢ II
g

, (AI) 

where p is the order of growth of g(R2). Obviously 
t/I~") ~ (const)llvI13 for large II v1I3' 

(II) We now show that the bound continues to hold in the 
limit 1/ ,J. O. As in Sec. 3C, we return to the equivalent 
representation (3.24). Then 

A~ ==[ t ((- l)kl(a/atl)kl I tl=l) 

kl=O n~=o(/11 + 2 + ml) 

+ (- 1) VI 11 dt tI'1+2+ Vl ( a ) Vl +1J 
n~=o(f.11 + 2 + m1) 0 I I ati 

x {E
p
(W 3 + 2[P 1 (p, t) + i1/P2 (p)f<Jl3+4)}, 

which consists of VI + 1 terms. Because of the action 
of derivatives, each term is a sum of at most VI + 1 
terms of the form (assume large II V III 

T; ~ (const)vIFjp2, t)[PI(P, t) + i7]P2(p)]allvI13-W-4, 

where F w( p2 ) is a polynomial in the Pi' p. of degree 
W :S Vi + 1, a1.!,d 0 < Rea < 1. In smearirig A~ with a 
test function ¢> E :m:g(R4 X2), we have to consider (with 
large" v II) 
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«P + i1/P )allvI13-w-4 F '4» ~( r(al! v11 3) )-2 
1 2 , W r(a II V lis - w 

X «P 1 + i1/P
2

) allv Ih, £ 11;+4 (F w~» 

on utilizing (3.17). The right-hand side is continuous 
in 1/. One readily obtains 

I(T;,(I»I :scll '4>lIg~~v)llvll~lIp)(llvI13+pw) II vlI;2w 
:s CII ~ II g~J v) II vll~1!p) IIv 113 

for large II v 113 where ~\v) is continuous in 1/ and so 
we obtain easily the bound 

I(A~, (I» I :s C' II (I) IIg~~~1) II vll~l!p) II v 113 (A2) 

for large II v 113 with ~~() "'" (const)lIvlis and continuous 
in 1/ in the neighborhood

1J
of zero. This suffices to 

establish the uniformity of convergence stated after 
(3.28). 

APPENDIXB 

In this Appendix we verify the support properties of 
the singular (in A) pieces L'./J'I/(A) of (4.10) stated 
after that equation. 

First consider L'.31'1)(A). We have, by definition, 

L'.31'I/(A) = (87T)20(t Pi) i3_ rev + l)~(V + 1) 
1 v2 .v3 -1 2 3 

X 27Ti 6 6 r~..s) [z integrand of (4.2)], 
p n3 "" max{O,vz +l.!3- 4}Z~ZV'3 

(B1) 

where zn 3 is given in (4.4). Hence 

L'.3 1Jl{)(A) = (81iV O(t ) 6 1 
1 "2'"3 r(V2 + 1)r(V3 + 1) 

X 6 ~ 22Ap()Vl e(Ap(I)-l)v/1!i 6 7T(- 1)n3 

p /=2 r«l - Ap(l» VI) n3""max{0. vZ+"3-4} r{n 3 + 1) 

COt7Tz
n 3 22 Ap(1)Zn3 (Apur 1)zn 31fi 

X __ -=-::"':'---"-__ e n (~)n 3 

r{Z n S)r{Z n 3 + 1) [(47T)2t 3 

1 
X fo dt2 t2-[(Ap (3f1 )v 3J-1{2i sin7T[("-p(u - 1)v1 + 1Jrl 

x flO + dt1 (- t1) (Ap (Jf1)zn 3 [E(tl t2)]- (n 3+ 2)[pi (p, t) t 3 • 

(B2) 

Omitting the o (6ipi ) ,(B2) represents an entir_e func
tion of all the Pf of order < ~. Hence g:-1 [ L'.3 '(1)~0 (A) ] 
(x) is a distribution in e;(R4X3) concentrated on Xl = 

Next we consider L'.1 Cf1) (A). According to its definition 

_ (3 ) 00 1 
L'.l1'1J(A) = (87T)20 6 Pi 6 _ rev + l)r(v + 1) 

1 v 2 ,v3 -1 2 3 

00 

x 27TiL; L; res [z integrand of (4.2)], (B3) 
p n1=0 z znJ 

where znJ is defined in (4.4). Hence 

L'.1 ?1)10 (A) = (87T)20(t Pi)L; ~ a~ (A p(l) 
1 p n

J
=2 1 

x C9tp'p(2)' Ap (3»(P) (B4) 

where 

= [(47T)2](nl)/(l-~p(J»r(n1)r{(n/(I- "-pO»] + I} 
7Tn 1 x cot , 

1- Ap(1) 

(ii) <p~J (Ap(2)' Ap(3»)(P) 

= ~ ~ (2~P(l)VI/Ap(lrl)VI'lTi(~)(1-AP(I»VI) 
u
z

,v
3

=1 1=2 r(v z + l)r«l- Ap(z»)VJ 

x (g2)nlr (4 - n1 - ~(1- Ap(z»Vz) 

x lId! t -[(Ap(s)-1)v31-1~ lim 10+dt t -nt1 
o 2 2 2z ry-->(t 1 1 1 

X [E(t1 t2 ) ]2-~-L:~(l-Ap(z»vl 

x [Pi(p, t) + i1/P~(p)] E~(1-Ap(z)vZ+nl-4. 

Now the t1 contour integral can be evaluated since we 
have a pole of order (n1 - 1), and aU other factors 
are analytic; its evaluation gives 

n -2 

(iii) (n12~i 2)! Eo C\-- 2)[ (a~1) n l
-2-y 

2-nl-E~(1- >"P(Z»v,] 
x [E(t1i2)] 

x [(a~J Y [pi (p, t) +i 1)Pg(p)] 2~~~ (1- A P(I»Vz+nC 4J] 

evaluated at t1 = O. Recalling that P1(p, t) = p2(3) 

+ t1 t2P~(2) + t1P~(I), the last factor in brace/in (iii) 
gives a polynomial of degree U r " in P~(2)' P~(1)' 
Hence (f-l[o(6P) x last { }rylO] is concentrated on 
x p(1) = x p (2)' Putting (i), (ii), and (iii) in (B4), we 
have that g:-l[L'.llJ~o(A)](x) consists of a sum ofterms, 
each one a convergent (in e~) series of distributions 
concentrated on x p(1) = x p(2)' etc. 

APPENDIXC 

In this appendix31 we prove (5.13) starting from 
(5.12). Defining limljlO TIJ(P) == T(P), we write 

ReT(p) = F(P) + x(P), (Cl) 

where F(P) represents the term in braces in (5.12). 
We have 

F(P) = (- 11) fJ t ( [g2/(47T)2]vz ) 
uz .v3 =1 1=2 r(vz)r(vz + 1) 

x"!" J dz [g2/(47T)2Jz 
21 L sin21TZr(Z)r(z + l)r(z + ~~VI- 3) 

xl1dt t lJ3 -
111

dt (z+1(1 + t + t t )2-z-L:~vz 
022011 2 21 

X "'fp2 + t t p2 + t p2 ](z+L:231/Z-4) 
LJ p(3) 1 2 p(2) 1 (1) p p (C2) 

with the contour L as given in Fig. 12. Interchanging 
the z integration with the ttt t2 integrations, which is 
valid due to uniform convergence, introducing the 
variable ~p defined in (5.4), and recalling that 6 p is 
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a finite sum, we have 

hp) = (- 1T)(L) 26 t ~ ( 1 ) 
(41T)2 p v2 • v3 =1 /=2 r(vl)r(V I + 1) 

X l1dt2 tV3-1ldt1(1 + t2 + t2tlf2t1(t1~P)V2+V3-4 
o 2 0 

1 J (~p)Z 
x- dz • (C3) 

2i L sin21Tzr(z)r(z + 1)r(z + l:~vl - 3) 

(The dependence of ~ on tv t2 , and {p;} should be 
kept in mind.) It is afso permissible, due to uniform 
convergence, to interchange the t1 , t2 integration with 
the double series summation, so that we have 

PCp) = (-1T)(L)26ldt2ldtl(1 + i2 + t2t1f2 
(41T)2 p 0 0 

x t1 (t1 ~pr4G(t, ~p), (C4) 

where 
00 

G(t, ~p) '= I dz 
L 

(C5) 

the last interchange being valid due to uniform con
vergence, as follows readily via Stirling's formula. 
We now introduce in (C6) the integral representation15 

1 1 JO+ -(z+v +"3- 3) 
~--:'------=:------.n- - d T e T T 2 (C 7) r(z + v2 + v3 - 3) - 21il -00 

with I argT I :::; 1T, T -z being defined as exp[- z (log I T I 
+ i argT)]. The contour in (C7) begins and ends at 
(- <Xl) clockwise encircling the origin once (see Fig. 
13). It is convenient for the subsequent development 
to replace (C 7) by 

with the deformed contour,), submitting to h 
< I argT 1< 1T as shown in Fig. 14, the deformation 
being valid due to strong decrease at infinity. 

(C8) 

Introducing the representation (C8) in (C6) we inter
change, by virtue of uniform convergence, the double 
series summation with the T integration, to get 
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x 2~i ~ dT eTT-zIl [2(t1T~P) 1/2}1[2('<2~p)r~; 
(C9) 

on making appropriate indentifications of the two 
series in braces with Bessel functions. 26 

Finally, on noting the restriction ~1T < I argT 1< 1T for 
T E Y and that ~ is real and positive, the T and z 
integ;ations in (C9) may be interchanged due to uni
form convergence. In fact the convergence of the T 
integral is independent of z (z E L) and the conver
gence of the z integral is uniform in T because I argT I 
< 1T, T E y. By performing the interchange and recog
nizing32 that 

_ 2~i ~dzr(1- z)r(- Z)(~r = 2(~r/2K1 ~(~y/2], 
where K1 is the modified Bessel function, we get, on 
making the change of variable T ~ i1 ~p T, 

G(t, ~p) = ~(t1~p)4t;1/2~JydT etl'pTl1[2(~) 1/2].T2 

[ ( t2) 1/2J (1 ) 1/2 [(~) l/2J 
X I 2 - 2 - K1 2 t . 

1 T i1 T 1 T 
(ClO) 

Next we deform the contour,), of Fig. 14 to that of 
Fig. 15. 

The points P1(0),P2(0) are the intersections of the 
two straight portions, parellel to the real axis, with 
the curve (5.5). We choose, for convenience, the por
tion C Ii of the contour, starting at P1 (0) and ending at 
P 2 (0), to lie on (5.5). We express (ClO) as the sum 
of two parts: 

G-(t I' ) - G(1) + G<2> ''''p - I) Ii' (Cll) 

where G (1) receives its contribution from the por
tions (-~ + io),P 1 (6» and (P 2 (6),-<Xl-i6),and G~2) 
receives its contribution from the portion Cli of the 
contour. 

We shall now take the limit 0 ~ O. In the limit, 
P 1 •2 (6) ~ 0 and we recover C" ~ C, the contour of 
(5.5). Then 

lim G(2) =:'(t I' )4t1/2 ~J dTetl'pT[ ~2(~)1/2J 
" 1T 1'" p 2 2m c 1 T ,,4) 

(
t2) 1 12 (~) 112 [(~) 1/2] 

X 11 2 - t K 1 2 t . 
TIT 1 T 

(C12) 

The existence and contour independence (avoiding 
distortion in the neighborhood of the origin) follows 
from the arguments after (5.4). The limit as 0 ~ 0 
of G ~1) also exists. To calculate it we need to com
pute the discontinuity of the integrand of (C 10). Now 
the product of the two II functions in (C 10) is analytic 
in the punctured (at the origin) T plane, whereas for 
the nonanalytiC part we use the identity 33 

together with26 

K 2n [2(t!-r) 1/2J nonanalytic piece 



                                                                                                                                    

ANALYTIC RENORMALIZATION 1041 

== -12n [2 ~t~i) 1/2J IOp-1 /2 

for the piece contributing to the discontinuity to get 

. (2K 1[2(11t1 T)1/2]) = _ 21Ti (211[2 (lltl T)1/2]) 
dISC 2(11t1 T) 1/2 2(1/ t1 T)1/2 

on using the similar identityforthe In functions. Thus 
we get 

1 -00 [ (1) 1/2J lim (';(1) == _ (t ~ )4 t 1/2 1 dT e t1 ~pT I 2-
6~O 6 1T 1 p 2 0 1 T 

( 1)1/2 [(1)1/2J [(t2)
1/2

J x2-
t

- 11 2 -
t

- 112-
17 IT T, 

, [(t2~ 1/2J (_1 ) 1/2 [(~) 1/2J 
X J 1 2 t J 1 2 t T ' T IT 1 

(C13) 
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This article presents a general study of a two-dimensional fluid model with microscopic discrete velocities, 
The rather unusual properties of this model lead to precise thermodynamical laws. The Navier-Stokes hydro
dynamical equations are obtained, which contain a transport coefficient given by a Green-Kubo integral, and it 
is shown that this integral does not converge for a reason common to all two-dimensional fluids. 

1. INTRODUCTION 

By using the Green-Kubo method,! we are able to 
evaluate the transport coefficients of a fluid, such as 
diffusion coefficients, shear and bulk viscosities, ther
mal conductivity, etc., upon integrating the autocorrela
tion functions with respect to time. 

n has been recently proved2 that these autocorrela
tion functions behave like t- u/ 2 for large values of tin 
the case of a v-dimensional fluid; when v = 2, the 
usual hydrodynamical equations are no longer valid. 
For this reason, it seems legitimate to attempt further 
progress in hydrodynamics of two-dimensional fluids 
through computational experiments. 

Unfortunately, due to limited capacity, the computer 
cannot simulate a fluid in a satisfactory manner for 
"realistic" models (with, for example, a Lennard
Jones or a hard-disc interaction between particles). 
In fact, the volume in phase space in which the system 
is located, grows with time, due to a structural insta
bility of the many-body system. For this reason, the 
cumulative errors on the values of the autocorrelation 
functions do not allow us to know the asymptotic be
havior of these functions. 

This difficulty, inherent in any continuous model, may 
be partially removed in a model in which positions 
are distributed continuously, but where velocities are 
not; this is the case for the Maxwell model. 

A precise definition of this model is, however, lacking 
and the connection between many-body dynamics and 
hydrodynamics is still obscure. 

The purpose of this paper is to construct the thermo
dynamical and hydrodynamical theory for this fluid 
model. In Sec. 2, the Liouville equation is given by 
introducing a precise definition of the interaction laws. 
In Sec. 3, we shall describe the thermodynamical pro
perties of the model and give an expression for the 
equilibrium distribution function. 

The Green-Kubo method permits us to obtain succes
sively the particular forms of the hydro dynamical 
equations: The Euler equations are given in Sec. 4 and 
the Navier-Stokes equations in Sec. 5. 

Finally, Sec. 6 is devoted to the divergence problem of 
the Green-Kubo integral defining the transport coef
ficient of the model. 

In conclusion, we shall examine the relevance of this 
model with more "physical" two-dimensional fluids. 

2. DEFINITION OF THE MAXWELL MODEL 

In molecular dynamiCS, a simple model is often used,3 
where particles interact with one another as hard 
spheres or hard discs. The exact dynamics are de
duced from a simple algebra allowing us, in principle, 
to follow a phase space trajectory for a long time. 
But, since velocities are known only with limited pre
ciSion, the domain of precision in phase space grows 

with time in these models, even in the free motion. 

On the contrary, in a model with quantized velocities, 
the domain of precision remains constant in free 
motion and grows stepwise at each collision. 

Maxwe1l4 conceived such a model with quantized velo
cities. This model has been studied by several 
authors 5 ,6 from the viewpoint of the Boltzmann equa
tion; but to our knowledge, a precise definition of the 
interaction laws is still lacking. 

For computing the autocorrelation function from 
molecular dynamiCS, we must make precise the laws 
of dynamics for this Maxwell model: 

(i) The Maxwell model is a two-dimensional "fluid" 
of N identical particles moving with any of the 
four unit velocities (er , en , em , eN) as shown 
in Fig. 1. 

Owing to the discrete character of the velocity 
space, the individual trajectories trace broken 
lines, any break denoting a collision. 

(U) Collisions are binary and instantaneous. 

(iii) Collisions may occur only between particles with 
opposite velocities (for example, e1 and em)' 

(iv) In order to satisfy principles of mechanics (re
versibility and conservation of momentum and 
energy), we are led to define the following inter
action law. 

A collision occurs between particles i and j (i, j E 
{I, 2, ... ,N}), when (ri -~) is parallel to the vector 

ef + ell and I r i - rj I < .f2 (ri is the position vector 
of the i th particle). 

The velocities of the two colliding particles change 
instantaneously. 

Let ube the velocity of a particle before colliSion, 
then after collision it is given by 

.... -> 
IT' u, where iT is the tensor, 
++ +> 

IT := 1 - (ell - e1)(en - e1). 
(2. 1) 

We illustrate this law in Fig. 2. 

It can be readily verified that the interaction defined 
above satisfies the requirement of microreversibility. 

Remarks: We have only defined head-on collisions: 

(1) By definition, the cross section is equal to zero 
for particles moving perpendicularly to one an
other. 

(2) When two particles move with the same velocity, 
they can run as near as desired without interact
ing. 

(3) The particles move on a two-dimensional torus 
of periodicity L in the directions (e1 , em) and 
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(en, eN)' Since the fluid does not interact with 
fixed boundaries it may have a nonzero total 
momentum. 

Having given a precise definition of the interaction 
laws, we now write the Liouville equation, which 
assumes a rather unusual form in this Maxwell model. 
The N-body distribution function evolves discontinu
ously at phase-space points where a collision may 
occur. 

This Liouville equation can be obtained by slightly 
modifying the Liouville equation for hard spheres. 7 

It reads 

aD ~ --> aD ~ ~ --> --> - + LJ Uk' --::;- = LJ LJ ¢(rj - r)TjjD, 
at K~l ark j~l <J~2 

(2.2) 

where D is the N -body distribution function, rk and 
Uk are the position and velocity vectors of the kth 
particle (recall Uk belongs to the finite set {eI , eII , 
em, eN})' where ¢ (r) is the Schwartz distribution 
defined for any continuous function f(;;, y) by the rela
tion 

J 
--> --> --> 1 J+1/2 

¢(r)f(r)dr = In f(x,x)dx, 
y 2 -1/2 

(2.3) 

r = (;;, y), T ij is an operator on functions of £ii and~: 

-->--> {++-+-+ ...... -+~} 
Tijg(uj,uj ) == g(1T'U i 1T'Uj )-g(u j ,uj ) °i£i.-i£j' 

where 

if ui + ~ ;r. 0, 

if Ui + ~ = O. 

(2.4) 

With these mechanical properties of the model, we 
shall apply the Green-Kubo method to deduce its 
transport properties. 

3. EQUILIBRIUM PROPERTIES 

We shall study in this section the thermodynamics of 
the Maxwell model. As will be seen later, the usual 
methods of equilibrium thermodynamics are very 
convenient for this model, owing to the discrete 
character of the velocity space. 

The main results of this Section are: 

(1) at equilibrium, particles are uncorrelated; 

(2) in the thermodynamical limit, we obtain 

N a.l>eing the number of particles with a velocity equal 
to ea (QI belongs to the finite set {I,II,III,IV} and 

(3.1) 

stands for the total number of particles moving on the 
torus. We shall denote by Nw e the total momentum of 
the particles on the torus: 

(3.2) 

N, w~, and w~ are constants of the motion. 

We know an exact solution of the Liouville equation-

the equilibrium Gibbs function which is the product of 
a constant density in configuration space (;1' r2 , ••• , rN ) and of a constant density H in velocity space. The 
latter, proportional to the number of different realiza
tions for a given set {Nr , NII ,N III' N N} is given by 

H(N N N N) - 1 x N! (3 3) 
I' n' III' N - Z'N --> e) lIN N " . 

\ ,W a=I a' 

where Z(N, we), a normalization constant, reads 

The sum is taken over the set of the {N I' N II' N III' N N} 
satisfying (3.1) and (3.2). 

Due to the existence of the constants of motion (N,w e ), 

H depends only on the discrete intensive parameter X: 

(3.4) 

The most probable state is realized when H is maxi
mum, that is for a value (X) of X defined by 

I H(X) + (liN» - H«X»)I = minxl H(X + (liN» - H(X) I. 
(3.5) 

Note that X takes discrete values: X = kiN, where k 
is integer. From (3.3), we obtain 

IN I«X»)NIII «X») - N II «X»)N N «X») I 
= minx IN I (X)N III (X) - NIl (X)N N (X) I. 

(3.6) 

Taking account of the existence of the constants of 

FIG. 1. 

FIG. 2. 
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motion, (X) is given in the thermodynamical limit as 
follows: 

(X) l> (w~)2 - (w ye)2. 
N .... oo (3.7) 
N/L2 fixed 

Using Stirling's formula, we show immediately from 
(3.3) that, at equilibrium, the mean square fluctuation 
of X satisfies 

«(X - (X»)) ~ liN. (3.8) 

As usual this fluctuation of the intensive parameter X 
is of order n-1 / 2 in the thermodynamical limit. The 
quantity InH is the so-called statistical entropy; it can 
not, however, be interpreted as the entropy defined 
from the Carnot principle, since, as shown in Appendix 
A, it does not satisfy, in the perfect fluid apprOxima
tion, the equation 

( a ........ ) at + U' 'il InH = 0 

as is the case for the usual entropy. 

At equilibrium, particles are uncorrelated and there 
exists a stationary and factorized solution De of the 
Liouville equation which may be identified as the 
canonical Gibbs equilibrium distribution function. It 
is 

{ 
........ } 1 N -» 

De( ri,u i ) == NN iI\je(ui, (3.9) 

where je (Ui) is the one-body distribution function 
whose four values {je (eI),je (en),je (em),je (eIV)) are 
the components of a 4-vector denoted je. The function 
De is a stationary solution of the Liouville equation if 
we take 

(3. 10) 

for any value of i, and j. 

On the other hand, one has to choose the function je so 
that 

IV 

6 je (eo) == n e , (3.11a) 
a=I 

(3. 11b) 

(3.11c) 

where n e is the density of particles 

FIG. 3. 
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n e ==NIL2. (3. 12) 

Equations (3. 10) and (3. 11) determine je (u): 

je(u) = in e[1(we)2 + 2(we·u)2 + 2we·u], (3.13) 

~here u is one of the four unit vectors {er , en, em, 
erv}' 
For example, when U = er we have 

(3. 14) 

Since je (it) is positive definite, the mean velocity we 
lies inslde the square defined by min,.. [Je (u)] '" 0, 
where U is one of the four unit vectors {e I' e II' e III' 
e IV }. This square Is drawn in Fig. 3. 

Remark: The set {je(eI),je(eII),je(~II),je(eIV)} de
fine a vector je in a four-dimensional space; these 
components, called "natural," are not simple and it is 
often advantageous to write je in another frame, called 
"hydrodynamical," where the three first components 
represent the hydrodynamical field, that is, the denSity 
and the mean velocity. 

This "hydrodynamical" frame {s,p,q,z} is defined 
from its corresponding components in the natural 
frame: 

s = i(1, 1, 1, 1), 

p = ~(1, 0,- 1,0), 

q = ~(O, 1,0,-1), 

z ::: i(l,-l, 1,-1). 

(3. 15a) 

(3. 15b) 

(3. 15c) 

(3. 15d) 

We now define a scalar product in the space of the 
one-body distribution functions 

IV 

jog == 6 j(ea)g(ea), 
a=I 

(3. 16) 

where one finds, for example, the following expres
sions: 

e 
j 0 s = n e, (3. 17a) 

e 
j 0 p = new~, (3. 17b) 

e 
joq=new~, (3. 17c) 

e 
j 0 Z = ne[(w:)2 - (w~)2]. (3. 17d) 

4. THE EULER HYDRODYNAMICAL EQUATIONS 

In this section the hydrodynamical equations relating 
the number and momentum density are derived in the 
perfect fluid approximation (or Euler approximation). 

Integrating (2.3) over (N - 1) positions and summing 
on the corresponding velocity variables, we get the 
first equation of the BBGKY hierarchy: 

(4. 1) 

where 

f(r1 , u1 ) == N J dr2du2 ••• drNduND({ri, it}); (4.2) 
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the integration over velocities is used here for sim
plicity, but as a matter of fact, I duf(u) means 
~IV -> 
Lia=l fee a) and 

g(ru U1' r 2 , i72 ) == N(N - 1) 

J -> --> --> --> {........} 
X dr3du3 '" drNduND( r i ,u; ). (4.3) 

The one-body distribution function permits us to ex
press the number density and the local mean velocity 
through relations analogous to (3.17): 

f(r,f) 0 s ==n(r,f), 

f(r, t) 0 p == n (r, t)wx (r, t), 

f(r, t) 0 q == nCr, t)wy(r, f). 

(4.4a) 

(4.4b) 

(4. 4c) 

We can obtain the conservation equations by projecting 
Eq. (4.1) on the three hydrodynamical vectors (s,p,q) 
by means of the scalar product defined in (3.16) and 
the relations (4.4). 

The conservation of the number density can be found 
with no further assumptions. In fact, the relation 

(4.5) 

together with the s component of both members of 
(4.1) yield 

a(f 0 s) + s 0 (u. af ) = 0 
at 1 ar1 

(4.6) 

or, equivalently, 

an -+ .... 
ar+V'·(nw)=O. (4.7) 

The equation of conservation of the momentum den
sity, however, cannot be explicitly given in terms of 
{n,w}. In fact, to obtain this equation, the knowledge 
of the z component of the one-body distribution func
tion and of the two-body distribution function is re
quired. In the previous section, we have already found 
the stationary an<;l homogeneous solution of the Liou
ville equation. This solution is, however, inadequate 
for the description of transport processes. 

In the limit of weak gradients, we may approximate 
the exact density in phase space D by a local equili
brium distribution function DO, whose form is similar 
to the canonical equilibrium distribution function De: 

(4.8) 

where 

fO[n(r;, t); w(r;, f); u;] == tn(ri' t) 

x 1 - w2(r;, f) + 2 [1:(}(r; ,f)' u;)2 + 2w(r;, t)· u; 
(4.9) 

is entirely determined from the exact one-body dis
tribution function through the relations 

fO(r;,t) 0 s ==f(ri,t) 0 s ==n(r;,t), 

fO(r;, t) 0 P == f(r;, t) 0 p == n(ri , t)wx(r;, f), 

fO(ru t) 0 q == f(ri , t) 0 q == n(r;, t)Wy (r;, t). 

(4. lOa) 

(4. lOb) 

(4. 10c) 

The function fO(r;, f), called the one-body distribution 
function of local equilibrium, depends on time and 
position through the hydrodynamical field {n, w}. 

The solution of the Liouville equation will be expanded 
around DO in powers of the gradients. In thi~ expan
Sion, we shall use an equivalence relation a ~ b which 
means that the difference between a and b depends on 
time and space derivatives of in, w} of an order higher 
than i. It is obvious that, when i goes to infinity, this 
equivalence relation is reduced to a simple equality. 

The one- and the two-body distribution functions read 
in the limit of the weak gradients: 

Substituting (4. 11) into (2.5), we obtain 

(4.11a) 

(4.11b) 

-7 - --» ~) 1 { 0( ........ n .... ) 0(-> ........ ) 
T12g(r1,ul;r2,u2 = f ru 'Ul f r 2,n 'U2 

- fO(rl,t{1)fO(r2,u2)}li-;1'_-;2 (4.12) 

We can then prove that the right-hand side of Eq. (4. 1) 
is equal to zero up to the first order in the gradients. 
In fact, owing to the factor ¢(r1 - r2 ), the integral on 
the right-hand side of Eq. (4. 1) is carried out in a 
domain defined by 1 r1 - r21 < ..[2. 

Since, in our model the unit is a microscopic length, 
we ~an ... expand f O(r2 , u2 ) in Taylor series near 
fO(r l , u2), in the hydrodynamicallimit where the scale 
of spatial variations of fO is much larger than unity. 

Since to the zeroth order in the gradients (4. 12) 
vanishes (DO being an exact solution of the Liouville 
equation to this order), the lowest term in the weak
g.I;adie!lt expansion of T 12 [g(r; ,u;; r 2 , u2 )] is odd in 
(r 1 - r 2); thus to this order the right-hand side of Eq. 
(4. 1) is equal to zero. 

By projecting both members of Eq. (4. 1) on the vec
tors p and q, and replacing f by its local equilibrium 
value, we obtain local equations of conservation of 
momentum, called Euler's hydrodynamical equations, 
where we retain terms up to first order in the gradi
ents of nand w: 

anw 1 -> .... 
at +"2 'V'Po = 0, 

where 
1 

(Po)xx = n(1 + w~ - w~), 

1 
(Po)yy = n(1 + w~ - w~), 

1 1 
(Po)XY = (PO)YX = O. 

(4. 13a) 

(4. 13b) 

(4. 13c) 

(4. 13d) 

The Euler equations of hydrodynamics do not include 
any term similar to an intermolecular pressure. They 
introduce no irreversible transport phenomena. These 
transport phenomena will be accounted for at the next 
order in the Chapman-Enskog expansion: This will be 
done in the following section. 

5. THE NAVIER-STOKES HYDRODYNAMICAL 
EQUATIONS 

Using the Green-Kubo method, we shall find in this 
section the so-called Navier-Stokes equations of 
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hydrodynamics, which take irreversible processes 
into account. These equations include a transport 
coefficient given by the Green-Kubo integral. Before 
proceeding on to the calculations, let us explain the 
general features of the method. 

The distribution function D is written as the sum of 
the local equilibrium distribution function DO and a 
function D 1; the Liouville equation allows us to calcu
late dD 1/ dt, and upon integrating this equation by the 
method of characteristics we obtain D := DO + D1; 
substituting this expression into Eqs. (4. 2) and (4.1), 
it will be possible to write the hydrodynamical compo
nents of Eq. (4. 1) which are just the conservation 

and where 

equations. In this procedure the operations of dif
ferentiation and integration can not be performed 
exactly. They can be done, however, with sufficient 
accuracy to give conservation equations corr.ect to 
second order in the gradients of the hydrodynamical 
field {n, w}. 
To first order in the gradients of the hydrodynamical 
field, the Liouville equation reads 

~ := (t1ft0) k + \ft°) u + df/ J 0, (5. 1) 

where 

(5. 2) 

(
dDO) =~.~ .~ <p(rt -~)T~!{fO[:(~,t),.:(ri~t);~dfO[:(~,t)~5,t)~]}. 
dt u 2.-1}-1 f [n(ri' t),w(r;, t),u;]f [n(rj,t),w(rj,t),uj] 

(5.3) 

As is shown in Appendix C, the time derivative 
(a/at)fO(n(r i' t), w(r i> f); u;) appearing in (5.2) can be 
calculated in the weak-gradient limit, by means of the 
Euler hydrodynamical equations 

[
dDO] 1 DO N nex(u;) 
-- =-~ ~ -+ ..... -+ 

dt k 2 i~1fO[n(ri,t),w(ri,t);u;] 

~ ~ (aw x aw y ) x (1-w 2 ) ---ax ay 

(
awy awx)~ 

+ 2wXwy ax - ay-lJ. (5. 4a) 

where 

x(e,,) := 1 - 2ea ' en (5.4b) 

being one of the four indices I, II, III, IV. The" colli
sion term" [dDo/dt]u defined in (5.3) is equal to zero 
to first order in the gradients of the hydrodynamical 
field n, w. In fact, we have 

T ij {fa [n (rt , f), w(rt , t); iit]fO [n (rj , t), £0 (rj , t); iij ]} 

1 ( -> ->~ ->]-> -+ = Tij fO[n(ri,t),w(r;,t);u t (r;-rj) 

a .... ->-> -+]~ 
• ---=;- fa [n(r , f), w (r;, t); uj I) . 

art 
(5. 5) 

Since the i - j term in the right-hand side of the above 
equation is antisymmetric for interchange of i and j, 
we obtain 

lft°t J O. 

From (5.6) and (5.1), we obtain 

[
dDO] 1 dDt 
lIt k =-lIt 

and then upon integrating along the trajectories 

(5.6) 

(5.7) 

Dl ~ - jt r~DOJ (t')dt'. (5.8) -ooL dt k 
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The integration in (5.8) is carried out on points of the 
trajectory in phase space which lead to the point argu
ment of D 1 at time t. Due to the time derivative of 
the integrand in the right-hand side of (5. 8), the inte
gration can be performed up to first order in the 
hydrodynamical gradients by neglecting the depen
dence of {n, tV} with respect to the microscopic time 
scale in which the integrand of (5.8) goes to zero 
almost everywhere: 

D1 J DO '(1_ W2)(aWX _ aw y ) + 2w w (aWy _ aWx)] 
2 ~ ax ay x y ax ay 

x -£ tx[Z;(t')]n[~,t']df" (5.9) 
j4 -00 fO[~(t')] 

By inserting 

D JDO +Dl (5. 10) 

into the definitions (4.2) and (4.3), we obtain 

and 

.... --> -> .... to.... .... )fO(--> .... ) g(rt,U 1 ;r2,u2) =f (rt,ut r 2 ,u2 

+ n
3 "1- W2)(ClWx _ awy) + 2W xW

y
(ClW y 

_ ClWx)~ 
2~ ~ ~ ~ ~~ 

x J dr1dr2dr3dii3 .,. drNdiiNDO 

........ N rt x.[~(t')]dt' 
x ({ri,u i }) j~ v_oo fOrr;(t'),Z;(t')] 

(5. 12) 
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The first equation of the BBGKY hierarchy is then 
obtained up to second order in the gradients of the 
hydrodynamical field n, w; the p and q components of 
this equation give the Navier-Stokes equations of 
hydrodynamics: 

onw 1 - ++ - 2 at + 2'\l'P + C = 0, (5.13) 

where P stands for the pressure tensor P = Po + ......... 
PI,PO being t~ equilibrium pressure tensor defined 
in (4.12) and PI the "viscous" pressure tensor given 
by 

- ~ -> (OW x OWY) PI == e (1-w2) ---
ax oy 

(OW OWx)] [1 + 2wxw --y ---
y ax oy 0 

(5. 14) 

The transport coefficient e, analogous to a viscosity, is 
defined by the Green-Kubo integral 

(n e)2 00 -> N X [u;(t) )dt' \ 
e ==-4-~ dt(x[u1(t=0)) ~jOrr.(t') ;.(t')])' 

, " (5. 15) 

where ( >0 means as usual an equilibrium average 
over the ensemble of initial conditions. 

The momentum flux C in Eq. (5. 13) comes from the 
right-hand side of Eq. (4. 1); when we calculate up to 
second order in the hydrodynamical gradients. The 
components of C (see Appendix D) read 

(5.16a) 

and 

C =n2lw (~+~\2(w2_w2) 
y 24l y \ox 0Y} y x 

- (1 + w 2 - w 2) (~ + ~\ 2 w J. (5. 16b) 
Y x \ox 0Y} Y 

As anticipated, the transport coefficient e, as defined 
by (5. 15), is an integral over time of the autocorrela
tion function of 

2ik cos~ 

X(u)/jO(u). (5. 17) 

The practical advantage of (5.15) is to permit the cal
culation of the transport coefficient e from the auto
correlation function for a homogeneous fluid. The 
value of the transport coefficient depends not only on 
n but also on iV, due to the absence of Galilean invari
ance of the Maxwell model. In the small velocity 
limit w2 « 1, (5. 15) becomes 

00 ( N 
e = n e 10 dt x[J1 (t = 0)] tf X [ui(t}])o' (5.18) 

The Navier-Stokes equations thus allow us to study 
several properties of the Maxwell fluid. This is the 
purpose of the follOwing section. 

6. NORMAL MODES OF THE NA VIER-STOKES 
EQUATIONS 

We shall study in this section the solutions of the 
Navier-Stokes equations linearized around the equili
brium state {n e • we - 0 we - O} , x - , y - • 

Given a space-dependent initial condition of the hydro
dynamical field, three modes evolve independently: 
one mode of vorticity diffusion which describes the 
evolution of divergence-free velocity fields and two 
sound waves describing the coupled evolution of the 
density and of an irrotationnal velocity field. The 
perturbations of the equilibrium hydrodynamical field 
are incorporated in the vector X: 

(6. 1) 

with 

on == (n - n e)jn e . 

It is convenient to use the Fourier transform of the 
hydro dynamical field 

X(1i, t) == 1 dpe 2ii? PX(p, t) (6.2) 

to write the linearized Navier-Stokes equations in the 
form of a linear differential equation 

"'"' ax (Ii, t) 
M(k )x(k, t) + at = 0, (6.3) 

where M(ii) is the 3 x 3 matrix: 

M = I~k cos~ 
lik sin~ 

2k2[(ejn) cos2~ + ~n(cos~ + sin~)2) 
- 2k2(ejn) cos~ sin~ 

~k~n~ ~ 
- 2k2(e/n)cos~ sin~ 

2k2[(e/n} sin2~ + -f2n (sin~ + cos~)2) 

and k = k {cos~, sinO. 

Equation (6. 3) may be solved by expanding the vector 

3 

X(T!, t = 0) = L; XJl(k)Y Jl{T!; t = OJ, (6.4) 
Jl=1 

from which it follows immediately that 

3 
= L; X/1 (k)Y 11 (Ii, t = O)e- tw/1(k), (6. 5) 

/1 =1 

where W /1 is the eigenvalue of Y j.t Ck. t). As usual these 
hydrodynamical eigenvalues satisfy W j.L (k = O) = o. 
To each of the sound waves there correspond two 
eigenvectors 

Y 1.2 (T!, t = 0) = «- 1)1.2)2; cos~; sinO (6. 6a) 

with the corresponding eigenvalues 
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W 1•2 (k) = i(- 1)1.2,f2 + k2[(8/n) cos22~ 

+ -An(1 + sin20] + O(k3). (6.6b) 
The third mode of the perturbed hydrodynamical 
field is the mode of vorticity diffusion, 

Y 3 (k, t = 0) = (0,- sin~, cos~) (6.6c) 

with the eigenvalue 

w3 (k) = 2k2 [(8/n) sin22~+ En(1 + sin2~)] + O(k3) 
(6.6d) 

The results (6.6) validate a posteriori the lineariza
tion of the Navier-Stokes equations, since perturba
tions of small amplitude of the hydrodynamical field 
are damped. Although the Navier-Stokes equations 
have been obtained along the usual lines, we shall see 
in the next section that the Green-Kubo integral 
(5. 18) does not converge for large time. 

7. ASYMPTOTIC BEHAVIOR OF THE AUTO-
CORRELATION FUNCTION 

In this section we apply a more general method to the 
Maxwell model. 

It has been shown that the Green-Kubo integrands be
have like t- v/ 2 (v = dimensionality) for large time, so 
that their integrals diverge for v = 2. This diver
gence does not rule out the Maxwell model. 

Calculations are, however, a little different because 
of its anisotropy and of the absence of Galilean in
variance. 

We have seen in the fifth section that the transport 
coefficient 8 depends on nand w; to see this, we shall 
calculate the asymptotic behavior of the Green-Kubo 
integrand l/J(t) for w2 « 1. 

The transport coefficient 8 is expressed as the time 
integral of 

!/I(t) == (x [u1 (t = O)J it x[~(t)J)o' (7.1) 

The problem of calculation of the autocorrelation 
function is tantamount to the solution of the Liouville 
equation with a given initial condition. The time de
pendence ofL~=1x[U;(t)] can be expressed in terms of 

a solution 15 ({Pi ,vJ; t; i 1 , UI) o~ th~ Liouville equation 
with respect to the variables {Pi; v;}: 
N 

L x [Ui(t)] = J dP1dv1 ... dPNdVN 
;=1 

(7.2) 

15 satisfies the initial condition 

where DO is a local equilibrium distribution function 
defined by 

where 

and 

n(Pi; iI' U1 )W(Pi;:;1> u1 ) 

== J dp{dv1". dpNdvND({PJ,v;};t;i1,u1) 
x 6(p[ - p{)v{. 

Substituting (7.4) into Eq. (7. 2), it yields 

l/J{t) = l/Jo(t) + l/J1(t) 

(7.5) 

(7.6) 

(7.7) 

(7.8) 

(7.9) 

An asymptotic value of l/J0(t) can now be calculated 

from the value of the hydrodynamical field {n,;} at 
t ~ oc). In fact we know that, for large time, the inten
sive hydrodynamical fields describing, respectively, 
the local equilibrium distribution function DO and the 
canonical equilibrium distribution function De are 
found to be the same. 

The calculation of the long t.ime behavior of the hydro
dynamical field can then be carried out by using the 
laws of linearized hydrodynamics about the equili
brium hydrodynamical field {n e ; w~ = 0; w~ = o}. By 
expanding the Fourier-transform of the mean velocity 
on the basis of the eigenvectors YIJ (k, t) of the evolu
tion matrix M, we obtain 

(w; - w~)(k, t) ~ (coS2~ - sin2~) 

x [wx(k, t = 0) cos~ + wy(k, t = 0) sin~J2 

x exp{- 2k2 t[{8/n) cos22~ + kn(1 + sin20]} 

+ [- wx{f, t = 0) sin~ + Wy (k, t = 0) cos~J2 

x exp{-4k2 t[(8/n) sin22~ + A-n(1 + sin2~)]}. 
(7. 10) 

D~ ({-> ->} t 0 -> -» Pi' vi; = ; r l' u1 
1 -+ N -+ -Jo -+ 

== -De({Vj }) 6 6(rl - PYJ(ul - v), 

The integral of the right-hand side of Eq. (7.9) can be 
(7.3) evaluated from the Plancherel-Parseval theorem 

N J = 1 

in which De denotes the canonical equilibrium distri
bution function. Since fj is an exact solution of the 
Liouville equation, symmetrical with respect to the 
interchange of particles, i> has the usual properties 
of the N -body distribution function. In particular we 
can write 

(7.4) 
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r -> ->:. -> -»( 2 2)( ->. t· ) . dpn(p,t,r1 ,u1 WX-Wy p, ,r1 ,u1 

~ ne(w~ - w~)(k = 0; t; 1\, u1)(A/t), (7.11) 

where A is the sum of the two integrals 

1 J2 ll cos22~d~ 
41T2 0 (8/n) cos22~ + in(1 + sin20 

n [ ( n
2 )1/2J = 21T8 1 - n2 + 248 ' 

(7. 12a) 
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and 

_1_ J2 n cos22~d~ ::: ~ [_ 1 +(n4 - 24en 2 - 288e 2 - 24e(144e2 + 24n 2e)1/2)1/2] 
87T2 0 (e/n) sin22~ + -An(l + sin20 47Te n 2(n 2 - 48e) • 

By means of the conservation of the total momentum 
defined by 

(7. 13) 

~nd of the explicit expression for fj ({P:, vt}; t = 0; r1 , 

u1) given by (7. 3), we obtain 

J dpw(p; t;r1,u1) == w(i! 
::: 0; t;r1,u1) t-->oo) (u1(t = O)/n e • (7.14) 

By inserting (7. 14) into (7. 11) we finally have 

The transport coefficient e is given by the time inte
gral ofn{tV0(t) + tV 1(t)}. We assume that tfJ1(t) decay 
faster than tfJ0 (t) for large time (this assumption is 
the basic point of the Bogulyubov theory). 

This result shows that the calculations of Sec. 5 are 
not consistent, even if we assume that e ::: O. In the 
conservation equations, the instantaneous variation of 
momentum cannot be related to the divergence of a 
sort of local viscous pressure. 

Once the Maxwell model is defined with a view to 
numerical simulation, it should be easy to check 
directly the asymptotic behavior of tfJ(t) for large 
time. 

8. CONCLUSION 

Because of its anisotropy, the Maxwell model exhibits 
two particularities: 

(i) the transport coefficient e depends not only on 
density but on the mean velocity w. 

(ii) In the Navier-Stokes equations, the momentum 
flux cannot be written in the form of a pressure 
divergence. 

The advantage of the Maxwell model lies in its dyna
mics being well-adapted to numerical computations 
of the long-time behavior of the autocorrelation func
tion tVa (r). Although this model has a very particular 
property, it presents the same kind of divergence as 
in more "physical" two-dimensional fluids. Here by 
"physical" we mean that the particles interact 
through a continuous potential. 

APPENDIX A: NONCONSERVATION OF ENTROPY 
IN PERFECT FLUID FLOWS 

The adiabaticity of a flow is characterized by the 
conservation of entropy during the motion. More pre
cisely this property is described by the equation 

(7. 12b) 

DS = 0, (AI) 

where S is the entropy per particle and D is the ma
terial derivative operator D == [(a/at) + u' V]. 
In classical fluids, it can be demonstrated that the 
entropy per particle is conserved in the approxima
tion of the Euler equations. In the case of the Max
well fluid, the anisotropy does not allow such a proof. 
In fact, assume that the entropy exists. Then the en
tropy depends on thermodynamical variables 

(A2) 

Let us write 

DS = AS Dn + aS Dw + .,OS DW y. 
- an awx x uw y 

(A3) 

Then the Euler equations enable us to express Dn, 
Dwx' and Dwy in terms of (owx/ox), (ow /oy), (ow /ox), 
(ow/oy). We find furthermore that Dn,YDwx , and YDw 
are different from zero. The coefficients of owx/ox,Y 
Owx/oy, owy/ox, and owy/oy have to vanish in order to 
have DS ::: O. It is in general impossible (except for 
w x = W Y) to have four independent equations with 
three unknowns. DS is thus different from zero. 
This proof holds when S == InH, where H is defined in 
(3.3). The entropy is then not conserved in the Max
well model in the apprOximation of the Euler equa
tions. 

APPENDIX B: THE ALGEBRA OF THE MAXWELL 
MODEL 

In the course of calculations, we have to express 
hydrodynamical components of quantities which are 
products of functions of J; for example, u· (oj(u)/or) 

-+ -i'-+~' 
~here u is one of the four unit vectors (e I, ell' e III, 

elY)' 

Instead of evaluating hydrodynamical components of 
the product in each particular case, it is more con
venient to give a general expreSSion. We define for 
this purpose an internal product 

C ::: alb = b la, (Bl) 

where cet ::: aa ba for any value of O! = (I, II, ill, IV). 

Thus u· (oj(£i)/or) reads 11· (a/anI!. We have found 
the hydrodynamical components of such a product: 

4c 0 s ::: (a 0 s)(b 0 s) + (a 0 z)(b 0 z) 

+ 2[(a 0 P)(b 0 P) + (a 0 q)(b 0 q»), (B2a) 

4c 0 p ::: (a 0 s + a 0 z)(b 0 P) + (a 0 P)(b 0 s + b 0 z), 
(B2b) 

4c 0 q ::: (a 0 s - a 0 z)(b 0 q) + (a 0 q)(b 0 s - b 0 z), 
(B2c) 
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4c 0 z = (a 0 $)(b 0 z) + (a 0 z)(b 0 $) 

+ 2[(a 0 P)(b 0 P) - (a 0 q)(b 0 q)]. (B2d) 

APPENDIX C: EIJMINATION OF EXPLICIT TIME 

DERIVATIVE IN Id~O Ik 

By definition (6. 5) we have 

(Cl) 

The Euler hydrodynamical equations are obtained by 
eliminating the purely hydrodynamical components of 
drO /dt, i.e., (dfO / dt) 0 $ J: 0, (dfO / dt) 0 P :! 0, and 
(dfO/dt) 0 q J: O. Therefore dfo/dt is "parallel" to the 
z vector; this procedure enables us to obtain the fol
lowing identity: 

(C2) 

since 

z 0 (4z I fO (- W») == 1. 
\ fO 0 $ 

(C3) 

The internal product defined in Appendix B satisfies 
the identity 

IV 

(alb) 0 C = a 0 (blc) = (alc) 0 b;: ~ aa,ba,ca,. (C4) 
a,=c 

This property allows us to express (C2) in the form 

(
df9) 1 (f

O
(- w) I dfO(W») z 0 - = 4 --- 0 z. 

dt - fO 0$ dt 
(C5) 

The equilibrium condition (3. 6) is equivalent, in our 
formalism, to the statement that fO(w) I fO(- w) is 
"parallel" to the $ vector; the explicit time deriva
tives are then eliminated in (C5), since $ 0 z = 0, and 
we find 

[
dDO] J: DO ~ 4x(5) z 0 (f

O
(- w) I dfO(W») , 

dt k ;=1 fO(u;) fO 0 s dt 
(C6) 

where x(it;) has already been used in (5. 4b). 

Performing scalar and internal products in (C6), we 
obtain 

- -DO ~-- --- --_ [
dDO] N x[u;] [fO 0 $ (Of 0 

0 p 
dt k - i=l fO(u;) 2fo 0 $ ox 

_ ofo 0 '1\+ 2fo 0 Z(OfO 0 p + of 0 0 q) 
ay -; 2fO 0 $ ax oy 

fO 0 P a 
- - (f0 0 $ + fO 0 z) 

2fo 0 $ ox 

fO 0 q a ] 
- - (f0 0 s - fO 0 z) • 

2fo 0 s oy 
(C7) 

Expressing fO 0 $,f0 0 P,f0 0 q, and fO 0 z in terms 
of usual notations n,nwX,nwy,n(w; - w;), we have 
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[
dDO] nD0..f!., xfu;] [ -> (ow x OW y ) 
- ;: - L.J --..- (1 - w2) - - -
dt k 2 i=l fO(u i ) ox oy 

(OWy OWx)] 
+2wx w --- . 

y ox oy 

This expression is used in the deduction of the 
Navier-Stokes equations (5.4a). 

(C8) 

APPENDIX D: DETAIL OF THE CALCULATION OF 
THE NA VIER-STOKES EQUATIONS 

-+ 

We shall calculate the momentum flux C, which is 
formally expressed by 

C 2 PI J d-+ d .... • (-> -+ [ -+ -+ ...... ;: q 0 r 2 u 2¢ r 1 - r 2)T 12 f O(r1 , u1)fO(r2, u 2)]. 
(Dl) 

Since collisions occur only between particles separa
ted by a microscopic distance (smaller than 1), we 
can develop f O(r2 , u2 ) in (Dl) in Taylor series near 
fO(rb u2): 

(D2) 

where K12 is a translation operator. With the aid of 
this operator we have 

(D3) 

Performing the scalar products in the space of the 
one-body distribution functions 

J du2T 12[J°(r1, u 1)fOW2, u 2 )] 0 P 
= - (P + q) 0 J du2T 12UO(rb u1)K12fO(r1' u2)], 

(D4a) 

J dU2T12[j0(r1,u1)fO(r2,u2)] 0 q 

= (P - q) 0 J di72T 12[J°WV u1)K12fOW1' u2)]. 
(D4b) 

The translation o~rator K12 can be written when a 
collision occurs; (r1 - r2 ) is then parallel (E = + 1) 
or antiparallel (E = - 1) to the vector (1,1): 

I r1 - r21 ( a 0 ) 
K12 = 1 + E,j - + -

2 ox oy 

1~lr1 - r21)2( a a )2 +- -+- + .... 
2 ,j 2 ax oy 

(D5) 

We note that the integration domain in the right-hand 
side of (Dl) is synunetric for the interchange of the 
indices 1 and 2, or equivalently, for the transformation 
E ~ - Eo It is then of no use to calculate the parts of 
T 12fo (r1o ;1) x fO(r2, u) proportional to Eo The 
remaining part reads 

(D6) 
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Then the f.ormulas (B2) enable us to find the expres
sion for C: 

C ,; n
2 fw (3... + 3...)2 (w2 _ w2) 

;c 24 L x 'ox oy x y 

- (1 + w~ - W~)(a: + a~Y W;c] (D7a) 
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Algebraic Solution for the Kallen-Pauli State Vectors in the va Sector 
by a Congruence Transformation 
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From the representation of Bolsterli of the VB sector physical states in a basis having singular integral equa
tions of the separable type, a congruence transformation carries the representation into the Kiillem-Pauli 
Heisenberg field components. This solves the Kallen-Pauli singular integral equation algebraically. The re
sulting state vectors are proven explicitly to be both complete and orthonormal and furnish a new Moller wave 
matrix. 

INTRODUCTION 

The S -matrix elements for the VB sector have been 
obtained algebraically by Bolsterli 1 by means of a 
representation of the physical states in an oblique 
overcomplete basis. We construct the required con
gruence transformation to obtain the Heisenberg 
field components of the Tamm-Dancoff expansion 
and thereby solve by algebraic techniques the cele
brated Kallen-Pauli integral equation. 2 

REVIEW: ALGEBRAIC REPRESENTATION OF 
BOLSTERLI OF THE PHYSICAL STATES IN A 
RECIPROCAL BASIS 

The model has continuum channel NB coupled to a 
discrete "bound state" V with the possible transi
tion V = N8. It is defined by the Hamiltonian 

H = Ho + HI' 

H o = mOVt V + J dkw(k)at(k)a(k) , 

1 f(w) 
HI = (471)1/2 f dk (2w)1/2[Vt N a(k) + Nt Vat (k)lh 

with 3 

w(k) = «(.1.2 + k2)1/2, where 

[V, vt] = [N, Nt] == 1, 

[a(k),at(k')] = l5(k-k'). (2) 

cribing the physical Ne continuum. Our notation is 

a±(X) = a(X ± iE), 

f(v)2 
«(x) = X - mO - f dl-----

(871V)(X - v + i€) 

Z == (1 + f dl f(v)2 )-1, 
(871V)(M - v)2 

(k) 
- f(w) 

g - , 
(871W)1/2a -(w) 

Zl/2f(v) 
F(l) = ----

(871V) 1/2(M - v) 

G (k, 1) = 15(1 - k) + f(v)g*(k) 
(87TV)1/2(w - v + iE) 

The cutoff function f(v) is such that there are no 
ghosts and M < (.l. Thereby the identities 

0== « vi a (l}[H - A] I <I>)), 

0== ((k I a(I)[H - A] I <I>)) 

yield the separable-like equations 

f(v) 
[A - M - v]<p)..(l) == (871V)1/2 X).., 

( 4) 

As Bolsterli has done to obtain the S -matrix ele
ments, we add a (bare) meson to the physical NB sec
tor states, I V) = vtlO) and IN) = N"tIO), 

f(v) 
[A - v - w]<p).. (k, 1) = (871V) 1/2 X)..(k) (5a) 

I V» == Z1/21 V) + f dkF(k)a"t(k)1 N), 

I k» == g*(k) I V) + J dk'G(k,k')at(k') IN), 
(3) 

where I V» is the discrete physical V .. state, defined 
bya(M) == 0, and I k» == I kin» is the "in state" des-

in terms of the coordinates representing the most 
general physical state, I <I> », in the reciprocal 
.. R basis ," q J ·Q2 
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Then the f.ormulas (B2) enable us to find the expres
sion for C: 

C ,; n
2 fw (3... + 3...)2 (w2 _ w2) 

;c 24 L x 'ox oy x y 

- (1 + w~ - W~)(a: + a~Y W;c] (D7a) 
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From the representation of Bolsterli of the VB sector physical states in a basis having singular integral equa
tions of the separable type, a congruence transformation carries the representation into the Kiillem-Pauli 
Heisenberg field components. This solves the Kallen-Pauli singular integral equation algebraically. The re
sulting state vectors are proven explicitly to be both complete and orthonormal and furnish a new Moller wave 
matrix. 

INTRODUCTION 

The S -matrix elements for the VB sector have been 
obtained algebraically by Bolsterli 1 by means of a 
representation of the physical states in an oblique 
overcomplete basis. We construct the required con
gruence transformation to obtain the Heisenberg 
field components of the Tamm-Dancoff expansion 
and thereby solve by algebraic techniques the cele
brated Kallen-Pauli integral equation. 2 

REVIEW: ALGEBRAIC REPRESENTATION OF 
BOLSTERLI OF THE PHYSICAL STATES IN A 
RECIPROCAL BASIS 

The model has continuum channel NB coupled to a 
discrete "bound state" V with the possible transi
tion V = N8. It is defined by the Hamiltonian 

H = Ho + HI' 

H o = mOVt V + J dkw(k)at(k)a(k) , 

1 f(w) 
HI = (471)1/2 f dk (2w)1/2[Vt N a(k) + Nt Vat (k)lh 

with 3 

w(k) = «(.1.2 + k2)1/2, where 

[V, vt] = [N, Nt] == 1, 

[a(k),at(k')] = l5(k-k'). (2) 

cribing the physical Ne continuum. Our notation is 

a±(X) = a(X ± iE), 

f(v)2 
«(x) = X - mO - f dl-----

(871V)(X - v + i€) 

Z == (1 + f dl f(v)2 )-1, 
(871V)(M - v)2 

(k) 
- f(w) 

g - , 
(871W)1/2a -(w) 

Zl/2f(v) 
F(l) = ----

(871V) 1/2(M - v) 

G (k, 1) = 15(1 - k) + f(v)g*(k) 
(87TV)1/2(w - v + iE) 

The cutoff function f(v) is such that there are no 
ghosts and M < (.l. Thereby the identities 

0== « vi a (l}[H - A] I <I>)), 

0== ((k I a(I)[H - A] I <I>)) 

yield the separable-like equations 

f(v) 
[A - M - v]<p)..(l) == (871V)1/2 X).., 

( 4) 

As Bolsterli has done to obtain the S -matrix ele
ments, we add a (bare) meson to the physical NB sec
tor states, I V) = vtlO) and IN) = N"tIO), 

f(v) 
[A - v - w]<p).. (k, 1) = (871V) 1/2 X)..(k) (5a) 

I V» == Z1/21 V) + f dkF(k)a"t(k)1 N), 

I k» == g*(k) I V) + J dk'G(k,k')at(k') IN), 
(3) 

where I V» is the discrete physical V .. state, defined 
bya(M) == 0, and I k» == I kin» is the "in state" des-

in terms of the coordinates representing the most 
general physical state, I <I> », in the reciprocal 
.. R basis ," q J ·Q2 
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(6) 

The "R basis" is given by at(I) and VtN acting on 
1 V» and I k», and it is both an oblique and over
complete basis. (The subscripts "q1,q2" will be 
denoted by X or suppressed.) To close the system of 
equations, 

give 

0= «VINtV[H - X] 1<1>)), 

o == «k I NtV[H - XJ 1<1>)) 

J f(w} 
[X - M - m°lxA = (1 - 2Z) dk (87TW)1/2 Cf\ (k) 

f(w) 
-2Z1/2 II dkds (87TW) 1/2 g*(s)C{J" (s,k), 

[A - w - m 0lx,,(k) == I dt f(T) 1 C{J,,(k, t) 
(81fT)1 2 

f(T) 
- 2Z1/2g(k) I dt 1 C{JA(t) - 2g(k) J I dtds 

(81fT) 1 2 

f(T) * 
x 1 g (S)C{JA (s, t). (5b) 

(81fT)1 2 

As for the Ne sector, it is straightforward to solve 
Eqs.(5). In a columnar notation for the components 

[
::(k) ] 

<p,,{k,l) == C{J>..(l) , 

C{J,,(k, 1) 

the v,.B bound state is represented by (A < M + /J) 

<1>. < (k,l) == 
'1' '2 

f( II) 
<l>J\.(k,l) == c • 1 

(87TII) 1I2(A - M - II) 

f(lI) 
. xik ) 

(81f1l) 1/2{A - w - II) 

(6'a) 

with c = [2y(A)/1]'(A)}1/2 and XJ\.(k) = g(k)a(A - M)/ 
Zl/2a (A - w). Prime denotes derivative on 17'(A). 

The v,.e scattering state by (/J s: ~ = X - M < co) 

<pt(k, I) 

0(1- q) + f(lI) 
== (81T1I)1/2(~ - l,) + iE) 

f(lI) 
---------- • Xt(k) 
(81T1I) 1/2( ~ + M - II - W + iE) 

with 

X£ = g*(q) (1 - 1]+(~ !Z M»)' 
Xt(k) = Z1/20(k - q) 

where 

17(X) = Z + y{A)a(A - M), 

2Z1/2g(k)f(~) 

y(A) = I dk g(k)12 
a(x - w) 

and the Nee scattering state for A = ~ 1 + ~ 2 by 
(/J < ~ l' ~ 2 < co) 

f(lI) 

(81T1I)1/2(~1 + ~2 - M - II + iE) 

(6'b) 

(7) 

(6'c) 

fO(ql - 1)0(Q2 - k) + 0(q1 - k)0(q2 - 1) + 1 f{v) . ) • l (81f1l)1 2(~1 + ~2 - W - v + ZE 

with 

Xt1'£2 = - 2Z1/2g*(ql)g*(q2)ht(~1 + ~2)' 
Xgl'gz(k) = g*(ql)0(q2 - k) + g *(q2)O(ql - k) 

2g* (ql)g*(q2)a+(~ 1 + ; 2 - M)g(k) 

1]+(h + ~2)a+(~1 + ;2 - w 

ALGEBRAIC CONGRUENCE TRANSFORMATION 
FROM THE "R BASIS" TO THE "KALLEN-PAULI 
BASIS" 

Our objective is to obtain the Heisenberg fields des
cribing the physical states of the V8 sector in terms 
of the standard orthonormal basis of free field eigen
states. Hence, we must construct the congruence 
transformation T which takes the metric matrix M 
in the "R basis" into the diagonal metric matrix, 

J. Math. Phys., Vol. 13, No.7, July 1972 

I 

M' = Tt MT , of the" KP basis." 

The oblique overcomplete "R basis" consists of 

I V) := vt N I V» = J dk' F(k')a t (k') I V), 
I k) := vt N I k» = J dk'G{k,k')at(k') I V), 

I V,I) := at (1) I V», 

I k, 1) := at (I) I k» • 

Hence, the metric matrix M of scalar products is 

[

(VIV) (Vlk') 

(k I V) (k I k') 
M-

- (V, 11 V) (V, Ilk') 

(k, 11 V) (k,llk') 

(V I V,I') 

(k I V,I') 

(V, 11 V,I') 

(k, 11 V,I') 

(V Ik', 1') J 
(k I k', 1') 

(V, 11 k' ,1') 

(k, 11 k', 1') 
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Using the equations 

z + j dl' 1 F(I') 12 :::: 1, 

Z1/2g(s) + f dl'F(I')G*(s,I') :::: 0, 

g* (I)g(s) + f d I'G(I, I')G *(s, I') :::: 0(1 - s), 

z + j d I' 1 g(I') 12 :::: 1, 

Z1/2F(s) + jdl'g(I')G(I',s):::: 0, 

F*(I)F(s) + j dl'G*(I',I)G(I',s):::: 0(1- s), (8) 

which follow from the unitarity of the generalized 
Moller matrix in the Ne sector, we obtain 

[

1 - Z - Zl/2g *(k') Z1/2F*(I') 

M:::: - Z1/2g(k) [o(k - k') - g (k)g* (k')] Zl/2G*(k, I') 

Z1/2 F(I) Zl/2G(k' ,1) [0(1 - I') + F(I)F*(I')] 

g(k)F(I) g(k)G(k', 1) F(I)G*(k, I') 

g*(k')F*(I') ] 
g*(k' )G*(k, I') 

G(k' ,1)F*(I') . 

[o(l-I')o(k-k') + G*(k,I')G(k',I)] 

(9) 

Notice that M is Hermitian so that the congruence 
transformation T is the modal matrix composed of 
the eigenvectors of M. This fact and inspection of 
Mindicate that it is simplest to diagonalize M by 
a series of congruence transformations, each of 
which successively further reduces M until the 
diagonal matrix M' is obtained. 

We begin by diagonalizing with a congruence trans
formation the submatrix m, given by 

m:::: 

+ J dk'G(k', I) j dI' F*(I')b t (I' ,k') :::: Atail), 

F(I)jdl'G*(k,I')at(l') + bt(l,k) 

+ j dk' G(k' ,I) j dl' G*(k, I')b/I' ,k') :::: At bt(l,k). 
(11) 

Using Eqs.( 8) by algebraic iteration, we determine 
the eigenvalues to be At :::: 1,2, and 0 (the last a 
consequence of redundancy in the m subspace). For 
At:::: 1,Eqs.(1l) require that the projection of 

F(I)at(I') + j dk'G(k'l)bt (1' ,k'), 

[ 

0(1 - I') + F(I)F(I') 

F(I)G*(k, 1') 

G(k' ,I)F*(I') ] 

0(1- 1')o(k - k') (10) 
with both F *(1) and G (k, 1) vanish. Hence, by com
paring Eqs.(8),for At:::: 1 

+ G*(k, 1')G(k', I) 

and then employ its eigenvectors to reduce M: Let 

be an eigenvector so that the eigenvalue equations 
are 

1 

Similarly, for At :::: 2 we find 
2 

1 [0(1 - It)F*(k t ) + 0(1 - kt)F*(l t) ] 

X t2 
::::"2 0(1- It)G*(k,kt) + 0(1- kt)G*(k,lt) • 

(12) 

(13) 

Next we act on M with a matrix A, constructed out 
of these eigenvectors, 

[

1 0 0 0 ] 
o o(k' - t') 0 0 

o 0 Z1/20(1' - s') Ho(l' - s')F*(t') + 0(1' - t')F*(s')) , 

o 0 g(k')o(I' - s') HoW - s')G*(k',t') + 0(1' - t')G*(k',s')] 

A= 

and obtain the reduced matrix 

[

1 - Z - Z1/2g *(t') 

- Zl/2g(t) [o(t - t') - g(t)g*(t')] 
A+MA == 

F (s) G(t', s) 

o 0 

F*(s') 

G*(t' ,5') 

p(s - 5') 

o ~(. - .,),(1 - I' + '(. - 1')'(1 - BJ· 
Repeating this procedure for the remaining submatrix, we find that 

[f 
- F*(t) F*(s) 

G*(t', t) G*(t', 5) 

0(5' - t) o(s' - s) 

o 0 ~['(S, - .)'W - I) + '(B' -1)'(1' - BJ 

(14) 

(15) 

(16) 
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and 

[

f2 

~ F(s) 

o 0 

o(t - q') 0 

o o(s-m') 

o 0 t(S -g,),(t - tn') + 0(. - tn')'(t - g') J (16) 

are needed to obtain the diagonal matrix M' == rM T: 

M' = diag(O, 0, o(m - m'), o(m - m')o(g - g') + o(m - g')o(g - m'», (17) 

where T =ABC or 

F*(m') 

[

1+ Z 

- Zl/2g(k') 

T == ! _ Zl/2F(1') 

- g(k)F(l') 

- F*(g') 

G*(k', g') 

Zl/20(1' - g') 

g(k')o(l' - g') 

G*(k' ,m') 

Zl/20(l' - m') 

g(k')o(l' - m') 

o ] o 
[0(1' - g')F*(m') + 0(1' - m')F*(g')] 

[0(1' - g')G*(k' ,m') + 0(1' - m')G*(k' ,g'l] 

(18) 

With
l 

e.) < [::~ ] 

J I V, I') , 

I k' ,I') 

the" R basis" is transformed to (TT is transpose 

of T) [0 

Ie;> = (TT)ij Ie j) = ~t(m') I V) ] 

at(m')at(g') IN) 

that is, the "KP basis" ! 

Thus, the reciprocal components of the" R basis," 
given by <I>q q (k', 1'), are transformed into 

l' 2 

[ 
~ ] == TT [:(k') ] 
1/I(m) cp(l') , 

1/I(g, m) cp(k', I') 

where 1/I(m) and 1/I(g,m) are desired Kallen-Pauli 
components 

I <I>>> == f d 11/1(1)at (1) I V) 

+ % ffdkldk21/1(kl,k2)at(kl)at(k2) IN). (19) 

That is, we have obtained the very simple result 

1/1(1) = Zl/2cp(1) + f dkg *(k) cp(k, 1), (20a) 

with 

c = [2y(A)/1/'(A)]1/2, 

J. Math. Phys., Vol. 13, No.7, July 1972 

l/I(k1 ,k2) = MCP(kl)F(k2) + f dkG(k,k1)cp(kl'k 2) 

+ (k1 H k 2)], (20b) 

and by linear dependence the relations 

Z1/2X + f dkg*(k)x (k) = 0, 

F(l)x + f dkG(k, 1)x (k) - Z1/2cp(1) 

- f dkg *(k) cp(k, 1) == 0 (21) 

as a precise statement of the redundancy of the 
"R basis." It is straightforward to verify directly 
that Eqs. (20) satisfy the Kallen-Pauli eigenequa
tions 

[X - U - T] ./, (s t) = f{u) ./,(t) + f(7) '/'(s) 
'1', (87TU) 1/2 'I' (87T T) 1/2 'I' , 

[X-mO- u11/1(s) = 1 fdl f(lI) 1/1(1 s). 
(47T) 1/2 (211) 1/2 ' 

(22) 

Simply substitute and use the" R basis" eigenequa
tions,the definition of F(l) , and Eqs.(21). 

The simplified Kallen-Pauli state vectors are 

(i) vye bound state defined by 1)(A) = 0 (A < M + Il): 
ca(A - M) /(11) 

1/11\(1) Zl/2 (87TII)1I2(1I- A + M) 

J 
I g(k) 12{w - M) 

x dk (23a) 
(w - A + II) a (A - w 

(23b) 

J 
Ig(k)12(w-M) ) 

x dk , 
(; - 11- W + M + iE)a+(; + M - w 

(24a) 

I/It(klo k 2) == F(k2)0{k1 - q) 

Z1/2f( w 1)f( w2)f(;) 
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x (~ + M _ WI - w2 + if~a+(~ + M - wl)a-(w l ) 

1 
+---------

(~ - w2 + if)(M - wI) 

I 
Ig(k)12(M-w)(W-WI +W2-~) ) 

X dk ---------=---=--
(w - WI + if)(~ + M - W2 - W + if) 

(24b) 

(iii) Nee scattering state (A = ~1 +~2,IlS~1'~2< 00); 

1- * -1 + f(v)g*(ql)g*(q2) 
lJI t1 ,t 2( ) - g (ql)6(q2 ) (8'1TV)1/2(~ I - V + if) 

f(v)g* (ql)g*(q2) 

(81TV)I/2(~1 + ~2 - M - v + if) 

( 
a+(h + ~2 -M) 

X 1+------
1J+(h + ~2) 

x Idk I g(k) 12(w - M)/ 

[ 
(~1 + ~ 2 - W - v + if )J) 

X + (qi <- Q2)' 
Xa+(h + ~2 - W) (25a) 

lJI tj ,f 2 
(k1,k2) 

= H6(ql - k l )6(q2 - k 2) + O(qi - k 2)Hq2 - kll) 

+ ( f(W2)g*(ql)O(q2 - k~) + (q2 <_ ql») 
(81TW2)l/2(~1 - w2 + zE) 

f(w l )f(w 2)g* (ql)g* (q2) 
+-~-~~~--~ 

(81TW 1) I 12( 81TW2) 1/2 

x !2tl't2 (k1,k2) + (k i -> k 2) (25b) 

with 

1 
!2 f f (k 1 ,k2) = ----------

l' 2 (h - W2 + if)(~ 2 - WI + if) 

- a"'(~l + ~2 -M)/ 

x [(h + ~2 - WI - W2 + if)a"'(~l + ~2 - W1)] 

x a-(wl)1Jt(~ 1 + ~ 2) 

1 
(M - W2)(~ I + ~ 2 - M - WI + if) 

( 
at(~I+~2-M) 

x 1----=--=--
1J"'(~1 + ~2) 

I Ig(k)12(M-wml+~2-M-W+W1-W2») 
x dk '. 

(w - W2 + if)(~1 + ~2 - W1 - W + if) 

The !{I(l) followed from Eq. (20a) by using 1J(A) = 
Z + Y(A)a(A - M) and the spectral representation for 
yeA). The lJI{k1,k2) followed from Eq.(2Ob) in the 
same way with the (k i <~ k 2) symmetry used to com
bine terms. This form for lJI(l) and lJI(kl':kz) has the 
advantage of displaying directly the singularities 
whose residues are the S matrix elements for the 
ve sector. Pagnamenta's form 4 can be obtained by 
operations similar to the above and by using the re-

presentation 

1 Z I Ig(k) 12 
a(A) = A - M + dk A - W 

(The results agree except for the factor of ~ on Eq. 
(60) in Ref. 4). 

APPENDIX 

To explicity prove that the Kallen-Pauli Heisenberg 
field components furnish a new Moller wave matrix 
it is simplest to work in the" R basis." In the usual 
manner by contour integration the state vectors are 
shown to satisfy the orthonormality relation.1 The 
dual relationship of completeness for the physical 
states is specified by 

1= 1 <I>J\»«<I>J\ 1 +Idql<I>t»«<I>tl 

+ ~ II dq1dq2 1 <I> {I' {2»«<I>t
j
'{2I. 

Hence, by taking scalar products of the" R basis," 
the completeness statement for the physical states is 

x(k) 

(

X ) 
M = 12 <p(l) (X, X (k'), <p(l'), cp(k' , 1') *, 

cp(k,l) 

where the A-measures are as above. The state vec
tors are indeed complete! Since the verification is 
similar for all the elements of M, we shall only treat 
the "1,1" element in detail. We want to verify that 

1- Z = XAXA * + I dq XtXt * + iII dq I dQ2Xt t Xt t * 
I' 2 I' 2 

with 

= 2y(A) + 1 - Z + 2Z(I + J + K) 
1J'(A) 

I = If dql dq2 Ig (ql) 12 Ig(q2) /2/ 1Jt(~ I + ~ 2)1r(h + ~ 2), 

J = 2Z I dq Ig(q) 12 /1J+(~ + M)1J+(~ + M), 

K = - I dq Ig(q) /2{[1]+(~ + M)}-I + [1J-(~ + M»)-l}. 

To do this, we need some properties of the ve spec
tral function 1](X + 11) = Z + y(X + ll)a(X + j.l - M): 
Recall, first, that the Ne spectral function a( X) in the 
complex X plane has a cut along J1.S X <00, vanishes 
only at X = M (it has no complex zeros), a(X) < 0 for 
real X < M, and a( X) increases monotonically as X 
increases for X < j.l. Thus, from the spectral repre
sentation for y( xl, we find y( xl is real, negative, and 
decreases monotonically as X increases for X < M + 
J1.. Note also 

y(x) = z J dk Ig(k) 12 + ii dkdl Ig(k) 121g(l) 12 , 
(x- M - w) (x- w - v) 

so that it has branch points at X =M + J1., 211. Next 
we consider the real zeros of 1]( X + ,.,.): (i) For 
2M - ,.,. < X < M, y(x + 11) is negative and decreases 
monotonically and a( X + J1. - M) starts at zero, be
comes positive, and increases monotonically; hence, 
there can be at most one zero of 1](X + J1.) in this in
terval and it occurs iff I y{M + 11) I> Z/a(Il). That is, 
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the y'-e bound state does not exist if this is not satis
fied; (ii)for X < 2M - J..L, both y( X + Il) and a( X + Il- M) 
are negative so that 1J( X + Il) 2: Z. Also 1J( X) has no 
complex zeros: 

o = 1J( X) - 17( X) * = j d k 1 g (k) 12 

(
a(x - M) a(X* - M)) 

x a(X - w) - a(X* - w) 

so Vw such that J..L < w < rIJ 

a(X - M) 

a(x - w) 

a(X * - ]VI) 
-.:.:....---= 0; 
a(x* - w) 

and, taking 1 w 1-) rIJ, Ima(X - M) = 0 so that X is real. 
Finally, to display the cuts, we write 

17(X + J..L) = a(x + Il- M )p(x + 11) + 2Z, 

where 
Z 

p(X + J..L) == y(X + 11) - ----
a( X + 11 - M) 

Z2 + ffdkdl Ig(k)12Ig(1)12 
X + J..L - 2M X + 11- w - v 

so that a( X + J..L - M) has the y'-e cut along M < x< rIJ 
and p( X + J-L) the Nee cut along !l < X < rIJ. 

Hence, 

I = -.l. J<X> d 1 (1 
27Ti jJ X a+(x + f-l- M) 1J+(x + f-l) 

M. Bolsterli, Phys. Rev .166,1760 (1968). 
G. Kallen and W. Pauli, Kgl. Danske Videnshab. Selskab, Mat. Fys. 
Medd. 30, No.7 (1955) ;W. Heisenberg, Nucl. Phys.4, 532 (1957). 

3 Boldface Latin letters label 3-momentum and Greek letters the 

J + K = _1_ 1.<X> 1 ( ._-=-1 __ 1 ) 
27Ti 1M d X 2" a+ (X + J..L - M) + a-(X + Il- M 

These cancel the cuts of the contour integral 

~ 1. dX 1 1 = 0 
21Ti c 0'( X + J..L - M) T/( X + J..L) , 

where C is the clockwise, simple closed contour 
about the entire X complex plane (C excludes all the 
singularities). The pole at X = - f-l cancels the con
tribution as I xl -) rIJ, and the pole at X = A - Il 
cancels the 2y(N)/T/'(N) term in the" 1,1" element 
equation; thus it is verified. 
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purposes, is equivalent to a random-walk formula
tion. 5.6 In this paper, we extend our earlier one-di
mensional results 5 to two- and three-dimensional 
systems and generalize our previous description of 
the quenching interaction. Previously, 5 we distingui
shed two types of quencher,i.e.,a defect which 
irreversibly removes excitation from the lattice. We 
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the y'-e bound state does not exist if this is not satis
fied; (ii)for X < 2M - J..L, both y( X + Il) and a( X + Il- M) 
are negative so that 1J( X + Il) 2: Z. Also 1J( X) has no 
complex zeros: 

o = 1J( X) - 17( X) * = j d k 1 g (k) 12 

(
a(x - M) a(X* - M)) 

x a(X - w) - a(X* - w) 

so Vw such that J..L < w < rIJ 

a(X - M) 

a(x - w) 

a(X * - ]VI) 
-.:.:....---= 0; 
a(x* - w) 

and, taking 1 w 1-) rIJ, Ima(X - M) = 0 so that X is real. 
Finally, to display the cuts, we write 

17(X + J..L) = a(x + Il- M )p(x + 11) + 2Z, 

where 
Z 

p(X + J..L) == y(X + 11) - ----
a( X + 11 - M) 

Z2 + ffdkdl Ig(k)12Ig(1)12 
X + J..L - 2M X + 11- w - v 

so that a( X + J..L - M) has the y'-e cut along M < x< rIJ 
and p( X + J-L) the Nee cut along !l < X < rIJ. 

Hence, 

I = -.l. J<X> d 1 (1 
27Ti jJ X a+(x + f-l- M) 1J+(x + f-l) 

M. Bolsterli, Phys. Rev .166,1760 (1968). 
G. Kallen and W. Pauli, Kgl. Danske Videnshab. Selskab, Mat. Fys. 
Medd. 30, No.7 (1955) ;W. Heisenberg, Nucl. Phys.4, 532 (1957). 

3 Boldface Latin letters label 3-momentum and Greek letters the 

J + K = _1_ 1.<X> 1 ( ._-=-1 __ 1 ) 
27Ti 1M d X 2" a+ (X + J..L - M) + a-(X + Il- M 

These cancel the cuts of the contour integral 

~ 1. dX 1 1 = 0 
21Ti c 0'( X + J..L - M) T/( X + J..L) , 
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polymers. 3 For incoherent excitons,this process is 
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purposes, is equivalent to a random-walk formula
tion. 5.6 In this paper, we extend our earlier one-di
mensional results 5 to two- and three-dimensional 
systems and generalize our previous description of 
the quenching interaction. Previously, 5 we distingui
shed two types of quencher,i.e.,a defect which 
irreversibly removes excitation from the lattice. We 
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defined a nondisruptive quencher to be one whose 
presence does not alter the interactions of the quen
ched host sites with their neighbors [Fig.l(a)),for 
example, metal-ion quenching of triplet excitons in 
polynucleotides. 5 A disruptive quencher was defined 
to be essentially a substitutional impurity [Fig.l(b)1.5 
Here, we generalize our concept of quenching as 
shown in Fig .1(c). The symbol ® in Fig.l(c) does not 
necessarily represent an interstitial site, but rather 
a quenching rate process, for example, the differential 
fluorescence rate of a substitutional impurity in an 
organic crystal. 7 The generalized quencher is non
disruptive with respect to the irreversible removal 
of excitation from the lattice, but is disruptive in that 
it changes the transfer rate constants with the near
est neighbors of the quenched site. In this sense, a 
generalized quencher is analogous, in the theory of 
lattice dynamics, to a substitutional impurity which 
has both a different mass and different nearest
neighbor force constants from those of the host sites. 
The most significant feature of this generalized 
quencher is the inclusion of an arbitrary back trans
fer rate /1. Recent evidence suggests that some form 
of excitation feedback from host traps strongly in
fluences the exciton quenching kinetics in doped 
polyacenes 7 and in polynucleotides. 8 

In Sec. 2, we express the total excitation at any time 
on a periodically quenched lattice in terms of Green's 
functions for a lattice without quenchers. Except for 
purely nondisruptive quenchers (Fig.l(a) or Fig.l(c) 
with ,\ = /1 = 1), only nearest-neighbor interactions 
are included. We also obtain a generalization of the 
coherent potential approximation5.9 with which we 
treat generalized quenchers that have random loca
tions and random back-transfer rates. 

In Sec. 3A we give results for periodically quenched 
lattices in one, two, and three dimensions for two 
different initial conditions. The case of partially re
versible quenching is considered in some detail. In 
Sec.3B results for random quencher locations are 
given for two- and three-dimensional lattices. We 
also consider the detailed time dependences of host 
and irreversible impurities (JJ. = 0) in the presence of 

F F F 

F F F F 

'-

a second type of defect with quenching parameter 
j.l> O. In Sec. 3C the effects of certain energy trans
fer anisotropies are calculated. 

In the final section we summarize the results and 
remark briefly on exciton quenching with extended 
interactions. 

2. SOLUTIONS FOR SHORT-RANGE QUENCHING IN 
TERMS OF GREEN'S FUNCTIONS 

We consider a variety of exciton quenching problems 
all of which are described by the general master 
equation 

F-l ~ (t) = :6 Qu' [Pl'(t) - PI (t) J + :6 <lu' PI' (t), 
V-I V 

(2.1) 
where PI (t) is the probability that site 1 is occupied 
at time t. F is the reversible pairwise rate constant 
for exciton transfer between nearest-neighboring 
nonquenchers. FQ1 l' is defined as the reversible 
pairwise rate constant between sites 1 and I' in the 
absence of quenchers. F<lll' is defined such that, 
for 1 ;<' 1', F(Qu' + <lu') is the (not necessarily re
versible) pairwise rate constant from site I' to site 
1 in the presence of quenchers. F<lu is defined 
such that F(:6 l' n Q u' - <lu) is the rate at which 
excitation leaves site 1 in the presence of quenchers. 
Two considerations dictate the choice of notation in 
Eq. (2.1). Separation of terms involving the O's and 
the <l'S is convenient for our Green's function form
alism. The term in the <l'S is the simplest way to 
include all features of generalized quenching. 

We use the dimensionless Laplace transform 

(2.2) 

By transforming Eq. (2.1), one obtains 

- (s + ql)~(s) + :6 Qu' Pl'(S) + :6 <lU,Pl'(s) = - P£. 
1'>'1 l' (2.3) 

where P~ == Pl(t = 0) and ql == :6 0 11" 
l' >'1 

Defining the Green's function of the perfect lattice by 

F F F 

,F F F AF /,-F F 

F 

F 

F 

,F /,-F 

AF 

,r 
F F F F 

OF 
AF /,-F F 

F F F F 

(a) (b) (c) 

FIG.1. Various types of quenching on a two-dimensional square lattice. O,Host site;0,quenching site (not 
necessarily an interstitial impurity-see text);=, symmetric exciton pathway;~, asymmetriC exciton 
pathway. For simplicity, only nearest neighbor pathways are indicated: (a) purely nondisruptive quencher; 
(b) purely disruptive quencher; (e) generalized quencher. 

/,-F 

F 

F 
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where D.tl' is the Kronecker delta, one obtains 

(2.4) such a finite lattice with any initial condition is equi
valent to an infinite lattice (having periodic quenchers 
o~ quencher concentration c = 1/ N) with an appropri

The quantities of greatest interest are the lattice 
excitation function 

p{t) == ~ PI (t), 
1 

and its moments, which are given by 

(2.6) 

M (p) == ('Je) t mp(t) dt = (- 1) m [ d
m ;;(S)J ,(2.7) 

m -b Fm+1 dsm S"O 

where 

(2.8) 

The simplest quenching problems involve primitive 
n-dimensional lattices in which the quenching inter
action is only of nearest-neighbor type. In Sec. 2A 
we treat primitive lattices with periodic short-range 
quenchers. For purely nondisruptive quenching we 
consider arbitrary host-host interactions. For 
generalized quenching we restrict ourselves to 
nearest-neighbor interactions. At the end of Sec. 
2A a finite host lifetime and quenching due to the 
finite impurity lifetime are introduced. In Sec. 2B we 
develop a formalism for treating random quenching. 

A. Periodic Quenching 

We consider a lattice of N sites with periodic bound
ary conditions and a single generalized quencher at 
the origin [Fig.1(c)]. As far as .p(t) is concerned, 

and where we have used the relation ~lg 11' = - S-l. 

(This result is obtained by taking the Laplace trans
form of the conservation-of-probability equation 
EIP 1 (t) = 1, which holds for a perfect lattice regard
less of initial condition.) In Eq.(2.11),gn == gll' for 
/1-1'1 =n, 

and 
B(s) ==..!. E E gll,(8), 

q III =1 II' I = 1 

C(s) == q ~ Hl(s) 
III = 1 

with 

Hl (s) == ~ gll'(s)P£'. 
l' 

(2. 12) 

(2.13) 

(2.14) 

The purely nondisruptive quencher (j.L = ,\ = 1) can be 
treated very generally. From Eqs.(2.10) and (2.11), 

';(s)=l(l+ QHo(S»). 
S 1 - Qgo(s) 

(2.15) 

From Eqs.(2. 7) and (2.15), the zeroth moment of 
pet) is 

FMo= ;;(O)=~-N~oo-FfolP£)' (2.16) 

J. Math. Phys., Vol. 13, No.7, July 1972 

ately chosen initial condition,l0 

For this case we have [see Fig. 1 (c) for notation] 

6.11' = {(,\ - 1)(D.t0 - 0lm)0l'm + (M - 1)0111°1/0 

- [Q + q(l1- l)]olOol'oL (2.9) 

where m is any of the nearest neighbors of 1 = O,and 
q is the coordination number of the lattice. A rate 
constant T-l for a uniform (independent of 1) de-exci
tation process such as fluorescence can be included 
in 6.11 ' However, since the effect of any such process 
can be included simply by multiplying the result for 
pet) by exp(- t/T) [see,e.g.,Eq.(2. 21)],we have omit
ted such a term from Eq. (2. 9). To illustrate how the 
terms in Eq. (2. 9) are obtained, we explicitly con
struct 6.00 , Because we have assumed that the quen
cher affects only the interactions with its own nearest 
neighbors and leaves more distant interactions un
changed, it follows from the definition of 6. 11 that 

~ n Ol' - 6. 00 = Q + ql1, 
11'1" 1 

and since ~ /1'1=1 no!' = q, 

6. 00 = - Q - q(1l - 1). 

Other contributions to 6.11' are evaluated similarly. 
From Eqs.(2.5) and (2.8),11 

;;(S) = 8- 1[1 - Qpo(s)], 

where 

1 

where 12 

ill' == lim [gll'(s) + (lINs)]. 
s ... 0 

(2.10) 

(2.11) 

(2. 17) 

Equation (2.16) shows that for primitive lattices of 
any dimension with arbitrary host-host interactions 
and any initial condition, the short-range, purely non
disruptive quenching of incoherent excitons can be 
described as an additive sequence of events, with a 
mean time to reach the nearest neighbor of the quen
cher plus one to be quenched from that neighbor, as 
already noted for certain one-dimensional situa
tions.10 

If Q, X, and jJ. are arbitrary, Eq. (2. 11) greatly simpli
fies for host-host interactions restricted to those 
between nearest neighbors, i.e., nu ' = 011-1'1.1' Here, 

-Po 

(X - l)(s + Q)(l + sgo) - Ilq(l + sgo) + Xq(s + Q)go' 

(2.18) 

where we have used Eq. (2. 3). Using Eqs. (2. 7), (2.10), 
and (2.18), one obtains 
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o Q X 'j Xq ~ 

-[ N(foo - F fOlP~) + (N ~ 1) (1 - p8l (2.19) 

Equation (2.19) shows for a generalized quencQer 
with only nearest-neighbor host-host interactions 
what Eq. (2. 16) does for purely nondisruptive quench
ing and arbitrary interactions. Equations (2.18) and 
(2.19) describe exciton quenching with an arbitrary 
amount of back transfer. They include the case of 
purely disruptive quenching, Q = 00. 

In an important class of exciton quenching pheno
menal3 the parameter of irreversibility Q arises 
solely from the finite lifetime of the quenching im
purities. If one neglects other sources of quenching, 
such as that due to host traps,l then in Eq.(2.18) 

(2.20) 

where T Q and T H are the finite lifetimes of the quen
cher and host, respectively. The right-hand side of 
Eq.(2.20) contains a difference of rates because the 
fluorescence rate of the host has been transformed 
out uniformly for all sites. For impulsive excitation 
at t = 0, the time dependence of the host and quencher 
excitations are then given, respectively, by 

PH(t) = e- t
/ TH [<I>(t) - Po(t)], 

PQ (t) = e-t/TH Po(t)· 

B. Random Quenching 

(2.21a) 

(2. 21b) 

We distinguish two types of randomness in the quen
ching process. In one type the quenchers are random-
1y located; in the other, the values of one or more of 
the quenching parameters (X, fJ.,Q) are randomly dis
tributed. Both types can be treated by extending the 
coherent potential approximation 9 (CPA). A CPA for 
randomly located nondisruptive quenchers in one di
mension has already been given. 5 

In the usual CPA a self-conSistently calculated po
tential replaces the true potential or quencher at 
every site but one. This approach works well if the 
lattice disorder is purely diagonal,e.g.,for purely 
nondisruptive quenching in any number of dimensions. 
However, randomly placed generalized quenchers 
introduce both diagonal and off-diagonal disorder. 
In this case a difficulty arises because generalized 
quenchers cannot be placed at adjacent sites. To 
avoid this difficulty we introduce a model with two 
sublattices A and B. In this model we artificially dis
tinguish each site from its nearest neighbors and 
assume that generalized quenchers are randomly 
distributed only over sublattice A. Such a "diatomi'c" 
lattice approximates the true situation extremely 
well at low quencher concentration. (This model is 
analogous to one that would be appropriate for lattice 
vibrations on a lattice with a low concentration of 
mass and force constant defects.) We calculate a 
Green's function gu' for the situation in which there 
~ a generalized quencher with parameters ~,~, and 
Q at every site of sublattice A. These parameters 
are then determined self-consistently as usual in the 
CPA. 

The Green's function satisfies 

- (s + qM + Q)gu' + 1 ~ it"l' = /iu', 
11"-11 = 1 

1 E A, 

(2. 22a) 

- (s + ~q)gl1' + ~ ~ elY = ~1' ,IE B. 
11"- 11~1 

(2.22b) 

The solution of Eq. (2.22) for simple cubic lattices of 
any dimension is 

_ 1 e 211ik .(1-1') /N 1/3au,(k) 
g ,(s) = - ~ _ _ , (2.23) 

11 N k xilO, - (s + Xq)(s + iIq + Q) 

where k = (kv k2' •.. ,kq /2)' 

q/2 (21Tk ) 
Ok = 2 ~ cos __ ft 

n=l Nl/3 

and 

I E A, l' E A, 

lEA, I'E B, 

lEB, I'EA, 

IE B, I' E B. 

(2.24) 

(2.25) 

For an arbitrary distribution of generalized quen
chers with parameters Xv /.Lv and Ql on the A sub
lattice, each of which replaces a coherent quencher 
(see Fig. 2), 

Pl(s) = - H1(s) - ~ gll,,(s)~l''l' Pl'(s), (2.26) 
1'1" 

where for a uniform initial condition 

H-() '>'- -1 [2s+2q(1+~)+Q] 
1 s = LI g u'( s )p£, = - ;--:---:---~-=-.:..:..--

l' 2N {s2 + s[q(1 + jl) + Q] + qQl 
and f 

.l11' 
(2.27) 

= l(/.LI'-~)/i'l-l"'l-[Ql' - Q + q(/.LI' - il)]/ill" l' EA. 

(Xl' - X)[/ill-l'I,l - /ill'], rEB, 
(2.28) 

The function 1> is insensitive to the values of any of 
the X' sand /.L' s except for those which are of order 
of the quencher concentration. Since we are not inter
ested here in the case of small X, there is thus no 
great loss in generality to take X l' = ~ = 1, which we 
do below. However, because the case of small /.L is of 
interest (see Sec. 3), we retain /.LI' and hence ~ as 
variables. 

One can define a T matrix, 9 fll" in terms of which 
Eq. (2.26) becomes 

PI = - ~ - ~ glitijHj -. ~ glifij~mtmnHn 
l.J l.Jmn 

n;<j (2.29) 

Direct substitution shows that Eq. (2. 29) is satisfied 
if - - -II + ~ gl'l" .ll"l.' ' 
tll'(S;/.Ll' -/.L,Ql' - Q) = I" , 

0, 1 E B. 

rEA, 

(2.30) 
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The sum in the denominator of Eq. (2.30) can be 
expressed in terms of g ~ s g~l for I <= A with the 
aid of Eqs. (2. 22), (2.23), and ~2. 25). Thus for rEA, 

q(lJ.l' - jJ,) + Q1' - Q 
-------=-----=:-----=:...-------, 1 = r, 
{1J.!'iiJ)[l + (s + Q)g~] - (s + Ql')g~ 

- (1J.1' - ill 
(1J.1,/j:i)[1 + (s + Q)g~ 1 - (s + Ql,)g~ ,11-1'1 = 1, 

0, otherwise. (2.31) 

If ~ and Q are determined from the conditions 

- 1 " -(t1+ 1, 1> S - LJ 11+1' 1 = 0 . N 1 . 

for each 1', then 

(PI) S 1- ~ PI 
N 1 

(2.32) 

1 - 1 [2s + 2q( 1 + ~) + "Ql 
S -cI> "'" - • (2.33) 

N 2N {s2 + s[q(l + IJ.) + Q] + qQ} 

[In the last exp~ession in Eq. (2. 33) we hav~ neglec
ted terms of 0(t4). Lower order terms in t vanish 
identically because of condition (2.32) and the lack of 
certain diagonal terms in Eq. (2. 29).J This corres
ponds to placing a generalized quencher of parame
ters jJ, and Q on every site of the A sublattice except 
the !th, as shown schematically in Fig.2. 

For an infinite system Eq. (2. 32) is identical to 

JdlJ.' JdQ'P(/l',Q')110(s;/l' - /J.,Q' - Q) = 0 (2.34) 

for each 1, where site 0 is any site of sublattice A. 
In Eq. (2. 34), P(/l', Q') is the distribution of probability 
that at an arbitrary site of sublattice A there is a 
quencher of parameters /l' and Q'. As an example 
we consider further in Sec. 3, the quenchers are 
randomly located, /l' is a random variable with dis
tribution h( /l'), and 

P(/l',Q') == 2ch(/l')o(Q' - Q) + (1- 2c)o(/l' -l)o(Q'), 
(2.35) 

where C is the concentration of generalized quenchers 
in the whole lattice. If the quenchers all have identi
cal parameters, 

(2.36) 

3. RESULTS FOR NEAREST NEIGHBOR INTER
ACTIONS 

A. Periodically Quenched Lattices 

We consider two different initial conditions that may 

Ii 1'-/ 1'-/ 

0 
Ii 

r HI ~ 0 : 

r 
~ : , , , , 

Q 0/ Q 

FIG.2. Schematic diagram of generalized quencher 
arrangement in two-sublattice CPA. 
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be of interest with periodic quenching. Under uni
form initial excitation, p£ = 1/ N for all I. If only 
the impurity sites are initially excited, P~ = °10 , A 
third condition that may arise in practice is.p~ = 
[l/(N - 1)](1 - 010);i.e., all but the impurity sites are 
uniformly excited at t = O. However, since the zero 
moments under the last condition are equivalent to 
those for the first condition to within o( 1/ N), we do 
not treat the 'last condition separately, although it is 
easy to do so. 

For any of these initial conditions, the only quantity 
required in Eq. (2.19) is i oo , which may be obtained 
from the relation 

- qNioo = qFMo(Q = <X),A = 1, f..l) = (n), (3.1) 

where the first equality follows from Eq.(2.19) itself 
and M a is evaluated for the uniform initial condition. 
The quantity (n) is the mean first passage time for 
a random walk of constant stepping time 1/(qF).6.14 
Using values of (n) given by Montroll,15.16 one 
obtains 

~ 
- foo =1 

(N2 - 1)/12N, lD, 

(cl/q) 10gN + (c 2 /q) + o(l/N), 2D, 

(c1/q) + o(l/N), 3D. 

(3.2) 

The values of the constants in Eq. (3.2) are collected 
in Table I. For the uniform initial condition, Eq. 
(2.19) becomes 

1 (IJ. ~ (N - 1)2 (N - 1)2 
FMo = Q 1 + >;: (N- I); + Nx..q - Nfoo - -N-q-

(3.3) 

and, for the impurity initial condition, 

FMo = (1/ Q)[l + (f..l/A)(N - 1)1. (3.4) 

Note that FM 0 in Eq. (3. 4) is independent of dimension 
and coordination number. 

The lattice excitation function can be expressed as a 
sum of N exponentially decaying normal modes, each 
of which has a rate constartt r k = - Fsk • The eigen
values Sk are the poles of cI>(s) and are, therefore, the 
solutions of the secular equation 

(x.. - l)(s + Q){[(N - l)/N] + sf(s)}s 

- (..lq{[(N - l)/N] + sirs)} s 

+ Aq(S + Q)[(- l/N) + sf(s)] = 0, 

where 

f(s) s goes) +' (Ns)-1. 

(3.5) 

(3.6) 

In general for large N, So lies much closer to the 
origin than any of the other Sk' To evaluate so' in Eq. 
(3.5) it suffices to take f(s) "" fo,a constant ,and to 
retain only terms linear in s. The zero mode time 
constant is then 

(ro/F)-1 = - sO-1 "" (I/Q)[1 + (f..l/X)(N - 1)] 

+ [(N - 1)/Xql- Nfo - [(N - 1)/q]. (3.7) 
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TABLE 1. Values of constants in Eq.(3.2). 

q c 1 c2 

2D (Ref. 16) hexagonal 3 0.413496 67 0.066 206 98 
square 4 0.318 309 89 0.19505617 
triangular 6 0.275 664 45 0.235 214 02 

3D (Ref. 12) SC 6 1. 516 386 06 
BCC 8 1.39320393 
FCC 12 1. 344 661 07 

In three dimensions/o =/00 + oU1/N),16 so that 
for a uniform initial condition [Eq. (3. 3)], 

- Sf} = FM 0[1 + oUl!Nll; (3.8) 
also 

Res iD(s)1 _ = 1- 0(N-2/3). (3.9) 
s -so 

Equations (3.8) and (3.9) express the strong domin
ance of the zero mode in three dimensions with a 
uniform initial condition. Higher modes make a 
slightly greater contribution in two dimensions. In 
one dimension the higher modes continue to contri
bute even as N -7 OC).10 

Back Transfer 

Our description of the zero mode following Eq. (3. 6) 
breaks down if 1 Q 1 ~ 1 So I, J.t ~ 1 So 1 , and i\. » 1 So 1 , a set 
of conditions that may arise in organic crystals. 7 In 
this case it is necessary to retain terms of 0(s2) in 
Eq.(35),with the result that there are two poles very 
close to the origin. In three dimensions, 

2N(i\. - 1 + II.qfoo)so 
1 

= [ - [(i\. - l)QN + II.q[Q/or!V - 1) - J.tqN] 

± {[(i\. - l)QN + II.q(QfooN + 1))2 

+ J.t 2q2N2 - 2J.tq(i\ -1)QN2 

- 2i\J.tq2N(QfooN - I)} 1/2] . [1 + 0(v'I7iV)1. 

(3.10) 
Then from Eqs.(2.18), (2. 21), and (3.10) 

-tiT 
P

Q 
(t) = i\.qe H 

[S1H 0(s1)e Fs1t - soHo(so)eF'b
t
] 

x [1 + 0(N-2!3)]. 
(i\. - 1 + i\.q/OO)(s1 - so) 

(3. 11) 

For the uniform initial condition, 

two implicit equations for ~ and Q in terms of 
go(s;~,Q). These are 

_ J.t - (s + Q) ~g~ 
J.t= , 

2c + (1 - 2c)J.t - (s + Q)J.tg~ 

and 
2cQ(1 - s~g~) 

Q= • 
J.t- (s + Q)J.tg~ + 2c(1- J.t + QJ.tg~) 

In three dimensions for N -7 oc), 

jlgt- (s; p., Q) 

(3.14) 

(3. 15) 

=/00 + o {[(s/2il)(1 + M + ~Q) + (Q/2,:I))1/2}. 
(3. 16) 

Then from Eq. (2. 33), for s = o(c), 

~(s) = [1 + 0(c 2 / 3 )]. 
- ( (Q + s)/oo - J.t - c ~ 

S2/00 + s(Q/oo - J.t - c) - cQ 
(3. 17) 

The result agrees to within 0(v'C) with that of the cor
responding periodic quencher case (c = 1/ N), which 
is obtained from the substitution of Eq. (2.18) into 
Eq. (2.10) with the uniform initial condition and i\ = 1. 
Thus, to lowest order in c, periodically and randomly 
quenched three-dimensional lattices are kinetically 
identical for all values of J.t and Q. This conclusion 
is implicit in earlier work with Q = OC) and J.t = 1,17 

In two dimensions from Eqs. (2. 7), (2. 33), (3.14), and 
(3.15), to within o(c), 

FMo = (l/Q) + [J.t - QP.g~(s = O)]/cQ. (3.18) 

For N -7 OC), 

Mg~(S = O;jJ.,Q) =/(l/x)[l + o(l/x)l 

= [- (1/41T) In(32x)][1 + o(l/x)]' (3.19) 

where 

x = (2jJ./Q)s=0' (3.20) 

Hence 

FMo = (l/Q) + (1/ 41Tc)[lnD + In InD + ... ], (3.21) 

(3.12) where 

and for the impurity initial condition, 

sH o(s) = - N- 1 + s/oo. (3. 13) 

Under either initial condition the effect of back trans
fer, if N is sufficiently large, is to decrease the rate 
of decay in the tail of PQ(t) and to increase IdPQ/dtl t •. o 
compared to their values when J.t = O. Under the uni
form initial condition, PQ (I) is a pulse whose maxi
mum therefore occurs at an earlier time with back 
transfer than it does with J.t = O. 

B. Randomly Quenched Lattices 

1. Random Locations 

Combining Eqs. (2. 31) and (2.34)-(2.36), one obtains 

D = (8/1Tc) exp(41TJ.t/Q). (3.22) 

The leading term in Eq.(3.21), Q-1_ (41TC)-1Inc ,is 
identical to that of the periodic case Eq. (3.3) with 
c = 1/ N. Here, as in the periodic case, higher modes 
make a slightly greater contribution in two dimen
sions than in three. 

In the one-dimensional case, treated in part else
where,5 random and periodic cases have distinct 
kinetic properties. 

2. Two Types of Defects 

Up to this point we have dealt with only a single type 
of defect. In organic solids, however, there are 
frequently two types of defects-impurity quenchers 
and host traps-that influence excitation kinetics.! 

J. Math. Phys., Vol. 13, No.7, July 1972 
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The random location results show that for all physi
cally realizable concentrations, there is no interfer
ence between defects, provided at least one type is 
irreversible. Hence one can treat each type of de
fect separately and superimpose the effects of both. 
Of particular interest is the case where the impurities 
have the fixed quenching parameters Q given by Eq. 
(2.20), ,\Q == '\,and IlQ = 0 (irreversibility), and the 
traps have the parameters QT''\T= 1, and IlT == Il. 

We proceed by solving the one-impurity and the one
trap problems separately. For the one-impurity pro
blem with IlQ = 0, 

<l>Q(t) - POQ(t) = e- rt , 

where 

r = ,\qcQ F/(l-,\ - ,\qjOO)' 

(3.23) 

(3.24) 

C
Q 

is the concentration of impurities, and we have 
used Eqs. (2.10), (2. 21b), (3 .10), and (3.11). For the 
one -trap problem with ,\ = 1, by the same reasoning 
that led to Eq. (2.20), we take FQT = - r. Then 

<l>T(t) - POT(t) = 1 [(r - FS1)soeFslt 
r(so - Sl) 

- (r - FSO)sleF50t], (3.25) 

where So and Sl are given by Eq.(3.10) with'\ = 1, 
Q = - r7F, and N = l/cT; CT is the concentration of 
traps. Equation (3.25) is correct to o(c T ). In the 
presence of both traps and impurities the time de
pendence of the host excitation is then 

() -<r+Ti/>t[ () ()] PH t = e <l>T 1 - POT 1 • (3.26) 

The observable time dependences are those of the 
impurities PQ(t) and of the host + traps PH(I) + PT(t). 
These are obtained from 

and 
d 
dl ret iTHPQ(I)] = etiTH[r PH (I) - QFPQ(t)], (3.28) 

whose solutions are 

PH(t) + PT(t) = e- tiTH (l_ r I~ etIIrHPH(f')dt) (3.29) 

and 

PQ(t) = e-tiTQr I;et'lrQPH(t')dt'. (3.30) 

For IlT = 0, the results given here are implicit in 
earlier work'! In real systems it is likely that 
IlT > O. If there is a distribution of Il T, one can use 
the CPA to treat the distribution. Since, in general, 
such a distribution is temperature dependent, one 
can, in principle, include this temperature dependence 
in the excitation quenching kinetics. 

In a system with reversible impurities (IlQ > 0), the 
decay of PQ (t) is strongly dependent on the impurity 
concentration c,,' particularly for low cQ• The de
pendence is strongest with an impurity initial condi
tion [see Eq.(3.11) and the discussion that follows it]. 

C. Anisotropic Lattices 

We have limited our general formalism to isotropic 
lattices for simplicity. However, energy transfer 
rates in organic solids are anisotropic. We discuss 
here the influence of a simple but realistic anisotropy 
on the kinetics of nondisruptive quenching. 

With the uniform initial condition, Eq. (2.16) becomes 

FMO = (N/Q) - Nfoo • (3. 31) 

Since there is only a single nondisruptive quencher, 
Eq. (3. 31) is valid for any lattice with the appropriate 
f 00' We treat the case of a simple cubic lattice with 
only nearest-neighbor interactions modified so that 
the nearest neighbor energy transfer rates along the 
a, b, and C directions are F, F, and {3 F, respectively, 
where O::s (3::s 1. 

In Eq.(3.6), 

f(s) = - 1. L; {s + 4[sin
i1Tk1 

\ N k;<O \N1/3j 

+ sin2 -- + (3sin2 -- , (ik2 ) (
1Tk

3 1~t-1 
1/3 N 1/3 

(3.32) 

where k = (kl'k 2,k3 ). For large Nthe sums in Eq. 
(3.32) can be approximated by a triple integral. One 
integration can easily be done to give,for {3» 1/ N, 

(
2)2 1[/2 dxdy 

f(s) = - - 11 . 
1T 0 [s + 4(sin2x + sin2y)]1I2[s + 4(sin 2x + sin2y) + 4(3)1/2 

(3.33) 

For Is I;S N-1« 1, the sines in Eq.(3.33) can be 
approximated by their arguments. Then 

2 rR rdr 
f(s) "'" -1i" Jo (s + 4r2)1/2(s + 4{3 + 4r2) 1/2 ' 

(3.34) 

where x = r cose, y = r sine, the original square re
gion of integration is replaced by a quarter circle of 
radius R, and we have performed the e integration. 
Since the effect of the approximations we have made 
is merely to add to f(s) the quantity C(R) + o(s) where 
C(R) is independent of s, R is chosen to give the cor
rect value of lim s-->of(s) at {3 = 1 (we ignore the 
slight (3 dependence of R since it is immaterial in the 

J. Math. Phys., Vol. 13, No.7, July 1972 

I 
results). Equation (3.34) gives 

f(s) "'" foo({3 = 1) + (1/21T) In(~rs + ~,js + 4(3). (3.35) 

The foo to be used in Eq. (3. 31) for the anisotropic 
simple cubic lattice is then 

foo(f3) = - ~C1 + (l/41T)ln{3, (3.36) 

with the C 1 for the SC lattice given in Table I. Thus 
for {3 » 1/' N the zero mode is dominant and the zero 
moment retains its linear dependence on concentra
tion. In other words, unless (3 becomes as small as 
o(l/N) the anisotropic lattice behaves kinetically 
exactly as the isotropic lattice, although the coefficient 
of the concentration in F Mo is larger than in the iso-
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tropic case. 

As 13 approaches 0(1/ N), features characteristic of 
two-dimensional kinetics begin to appear. For 13 « 
1/ N the lattice behaves kinetically as a two-dimen
sional lattice. 

The analysis of an anisotropic square lattice, having 
energy transfer rates F and f3F, is quite similar to 
that of the cubic lattice. The kinetics of the lattice 
remains essentially two-dimensional until {3 
approaches 0(1/NlogN). For 13« 1/NlogN the be
havior is one-dimensional. 

4. CONCLUSIONS 

In this paper we have examined many aspects of in
coherent exciton quenching. The results provide a 
fairly comprehensive picture of the quenching kinetics. 
While we have generalized some of our earlier one
dimensional results, 5 the emphasis has been on two
and three-dimensional lattices. In brief: 

(1) The concept of a quencher has been generalized 
to include three physically significant parameters 
/1, A, and Q. In the usual random-walk treat
ments12.l5-l7 J1. = O,A = 1,and Q = 00. 

(2) The quantity qFMo given here is a generalization 
of earlier mean first passage time results.5,l6 In all 
cases of short-range quenching qFMo consists of a 
mean time to reach the nearest neighbors of the 
quencher plus a mean time to be quenched from those 
neighbors. As for the earlier results, qFMo has a 
dependence on quencher concentration that is charac
teristic solely of the number of dimensions. 

(3) Under uniform initial excitation, except in one 
dimension or with slow back-transfer, the lowest 
eigenmode of the master equation dominates, i.e., 
except for correction terms that in three dimensions 
are of o(c 2 / 3 ) the excitation decay is a single expon
ential whose rate constant ro = 1/ Mo. 
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The adjoint action of a semisimple complex Lie algebra S singles out some singular directions with special 
properties. The directions of breaking of the hadronic internal symmetry groups, e.g.,SU(3) or SU(3) x SU(3), 
by the electromagnetic, semileptonic, and non1eptonic weak interactions, are of this type. They are Hermitian 
(Q, y) or nilpotent (Cabibbo direction) elements in the corresponding complexified Lie algebra. Their mathe
matical characterization is provided by the adjoint action of S. In particular, they satisfy a generalized extre
mal property for every S-invariant polynomial. 

INTRODUCTION 

The hadron symmetry groups G, e.g., SU(3) or 
SU(3) x SU(3», are broken by all fundamental inter
actions. They single out, however, well-defined direc
tions of the Lie algebra of G. In the case of S U(3) 
[we restrict our explicit statements to this, but all is 
easily extended to SU(3) x S U(3)], these directions of 
breaking are defined by the following vectors in the 
customary Gell-Mann basis: 

semistrong interactions: Y = AS (hypercharge); 

electromagnetic inte ractions: 

Q = - MAs + ..[3A3 ) (electric charge); 

weak semileptonic interactions: 

C± = teAl ± iA 2) cose + MA4 ± i1ts ) sine 

= c1 ± iC2 (Cabibbo directions); 

weak nonleptonic interactions: 

Z = c1 V c1 = c2 V c2 

= i (3 cos2e - 1)As 

+ ~..[3 sin2 e A3 

+ ..f3 sine cose A6 ("weak hypercharge"). 

Some attention has been recently devoted to the 
mathematical characterization of these directions. In 
particular, Michel and Radicatil have investigated this 
problem on the basis of a theorem concerning dif
ferentiable actions of compact groups on manifolds2 • 

This theorem shows the existence of two four
dimensional critical orbits with the remarkable 
property that every smooth G-invariant function has 
an extremum on them. Since Y, Q, Z belong to these 
two critical orbits, the extremal property applies to 
them. The physical implications of this fact have 
been discussed in Ref. 1. If one adds to G the charge 
conjugation, then also c1 , c2 become critical direc
tions, for their stabilizers (= little groups) contains 
twice as many elements as those of almost all other 
elements of the Lie algebra of SU(3). 

In this paper we propose a different approach to the 
mathematical characterization of the directions of 
breaking of the hadron internal symmetry, based on 
the general theory of semisimple complex Lie alge
bras. Indeed, since the weak currents are electrically 
charged, the Cabibbo directions have to be complex 
linear combinations of the Hermitian Gell-Mann 
matrices. They are even nilpotent elements of 
si(3 C), the complexified Lie algebra of SU(3). We 
mu;t emphasize that the object to be complexified is 
the Lie algebra itself, rather than its underlying vec
tor space. In complexifying the Lie algebra, we are 
led to consider at the same time the adjoint action of 
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SL(3, C). Note that the symmetric algebra (v-algebra) 
of SU(3) was already complexified in Ref. 1. 

In order to justify the use of complex Lie algebras, 
we could remark that in SU(2) itself, when one wants 
to study the SU(2) breaking, non-Hermitian operators 
turn out to be essential. Indeed, the electromagnetic 
current singles out the generator T 3 and the weak 
currents the generators TH T_. These three elements 
generate the noncompact SL(2, lR) or SL(2, C) Lie 
algebras. 

To make this paper as self contained as possible, we 
begin by a brief review of some important results 
about semisimple complex Lie algebras and their 
adjoint actions. In Sec. 1 we give the essential lem
mas on orbit structure that we shall need. Section 2 
deals with invariant polynomials. The main result is 
due to Konstant. 3 General references for these topics 
are Refs. 3,4. As a help for understanding these two 
first sections, the simplest example of SL(2, C) is 
presented in Sec. 3. 

In Sec. 4A singular orbits are defined. In Sec. 4B we 
investigate the structure of the set n of nilpotent)ele
ments of the Lie algebras A I' This will show the 
existence of nilpotent singular orbits in the Al for 
the adjoint action. 

Section 5 contains an explicit analysis for SL(3, C), 
on which are based the conclusion of this paper: We 
show that there exist an infinity of semisimple singu
lar orbits homothetic to anyone of them and one nil
potent singular orbit. We find also that, when re
stricted to the real (Hermitian) Lie algebra of SU(3), 
the definition of singular orbits coincides with the 
definition of critical orbits as given in Ref. 2. 

The phYSical conclusion is that Y, Q, Z belong to 
semisimple singular orbits and c± to the nilpotent 
singular orbit. This implies the following properties 
for these elements: 

(i) They satisfy the equation x vx = iJ.x with iJ. '" 0 
(resp. fJ. = 0) for Y, Q, Z (resp. c±). 

(ii) For any invariant polynomial <I> defined on the 
Lie algebra of SL(3, C), one has d<l> x = Ax. This is a 
generalized version of the extremal property proved 
in Refs. 1, 2. 

(iii) The stabilizers of all these elements !ire maxi
mal among all the stabilizers which appear in the ad
j oint action of SL (3, C). 

1. ORIDT STRUCTURE OF THE ADJOINT REPRE
SENTATION OF A SEMISIMPLE COMPLEX LIE 
ALGEBRA 

Let 9 be a semisimple complex Lie algebra (s.c.L.a.) 
of dimension n. The adjoint group G consists of all 
exp(ad x}, x E g. Of course its Lie algebra is iso
morphic to g. The group G acts on 9 by: x -7 axa-l, 
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xES,aEG. 

The differential at e of these inner automorphisms 
yields a set of linear automorphisms of S, which is 
called the adjoint representation of S. 

As usual, we will denote G x the stabilizer or little 
group of XES, and \3 x = {axa-1 I a E G} the orbit of 
x. We will speak indistinctly of S x or G x as the 
stabilizer of the point x. By S x we mean the Lie alge
bra of G X ! i.e., the centralizer of x in S. 

Definition 1: XES is said to be semisimple (resp. 
nilpotent) if ad x is a diagonalizable (resp. nilpotent) 
endomorphism of S. It will be noted XES (x E :JL). 

That both of these concepts are fundamental in the 
analysis of s.c.L.a., is shown by the following 3 : 

Lemma 1: For each XES we can find S E S, 
n E ~3X = S + nand [s,n] = O. These s,n will be 
referred to as the semisiple and nilpotent parts of x. 
(They are unique.) 

It is a well-known fact that for real differentiable 
(= COO) G spaces, with G a compact Lie group, every 
orbit is closed. This property does not remain true 
for arbitrary situations. However, in the case we 
deal with here, we have 

Lemma 2. Let S be an s.C .L.a. Then Ox is closed 
in S iff x is semisimple. Since the semisimple ele
ments are dense in 9 (see below), it follows that the 
union of all closed orbits is dense in g. 
Notice that the only XES n ~ is x = O. So the only 
closed nilpotent orbit is 00 = {O}. 

By looking at the equality dimS = n = dime x + 
dimS x' we see that the orbits can be indexed by the 
dimension (over c) of their centralizer. There is a 
very important partial ordering: S x :s S y iff dimS x :s 
dimS and S x is conjugated in S to a subalgebra of 
S y' Under this ordering, the orbits which appear in 
the adjoint action of S become ordered in such a man
ner that Ox :s ey~gy :s gx' 
For a compact G, a theorem by Montgomery asserts 
that given a differentiable G-space X, the set M of 
maximal orbits is dense in X and moreover 
dim(X - M) :s dimX - 2. (See Ref. 5). 

When one drops the compacity of G, this fails to be 
true in general. Again semisimplicity is strong 
enough to preserve it, as we are going to state in a 
moment. Before doing it, we recall some definitions, 

Let S be an s.c.L.a. Then we consider the characteris
tic equation for ad x, namely det(/3-ad x) = ~; Fi (x)/3i = 
O. The rank I of S is defined as the smallest integer 
such that Fix) ~ O. One easily sees that dimS x ?: I. 
An element x Egis called regular if F[ (x) ~ O. Ob
viously the set CR of regular elements is open and 
dense in 9 (just consider that it is the complement of 
the null set of an analytic function ~ 0). One can show 
that CR C S (see Ref. 4). 

Given x E g, the Sx contains always an I-dimensional 
Abelian subalgebra of S. 3 For instance, if x E CR, S x 

is a Cartan subalgebra of S. This is an important 
example of minimal stabilizer. In order to find a 
criterion for elements lying in maximal orbits, we 
need one more definition. 

Definition 2: Let us denote by ~ the set 
{x E S IdimS" = 1 (minimall)}. An element x E:n is 
said to be principal nilpotent if x E ~ n mr • 
The following lemmas can be found in Ref. 3. 

Lemma 3: Let x, s, n be as in Lemma 1 above. 
Then 

X E grr ¢:::> n is principal nilpotent in Ss' 

Take for instance x = S E S such that S x is a Cartan 
subalgebra. Then n = 0 is principal in S x' On the 
other hand x = n Em is in ~ iff n is prinCipal nil
potent in S. 

Lemma 4: dim0 x = even, 'V XES. 

Proof: Let us define K ...(y, z) = K([z, y], x), where 
K stands for the nondegenerate invariant Killing form 
on g. Then K x is also an alternating bilinear form 
on S. Moreover,Kx(Y, z) = 0, V Z E S ~ 
K([z, y], x) = K(z, [y, x]) == 0, V Z E S <~ yES . Thus 
Kx is nondegenerate on g/Sx, so Kx must hav~ an 
even-dimensional carrier space, i.e., dimS/S = 
dim 0 x = even. x QED 

Corollary: If x f ~, then dim0 x ?: I + 2. 
(Compare this with Montgomery's results !). 

We know (from Lemma 1) that the existence of non
closed orbits in S is essentially due to the nilpotent 
elements. The orbit structure of ~ is explained by 
the following: 

Lemma 5: (a) There are only a finite number of 
orbits in :no (b) There is one (n - l)-dimensional 
orbit which is dense in ~ 

Notice in particular that dim~= n - I. The dense 
orbit consists of all prinCipal nilpotent elements. 

2. THE ruNG OF INVARIANT POLYNOMIALS 

The orbit space SI G can be parametrized by a com
plete set of algebraically independent invariant poly
nomials. It is well known6 that the ring of G-invar
iant polynomials 11 is generated by I homogeneous 
polynomials c1 ' ••• , c i such that ~i deg ci == 1 (n + f), 
where n == dimS and I = rank of S. 

In particular, for A[ one possible choice is the follow
ing: c/x) == tr(x)i+l, where x stands for the evident 
(/ + 1) x (l + 1) representation of a generic element 
of A I' (See e.g. 7.) 

From now on, we will assume the set (c1 ' ••• , c i ) to 
be indexed so that i :s j ~ degc1 :s deg c·. An ex
plicit parametrization for giG is given b~ the map 
ep: giG ..... Ci defined as ep(0 x ) == (c1 (x, .•. , cix». It 
can be shown3 that when restricted to S U ~, the 
map cp is a bijection. However, this is not true for 
the restriction of cp to ~. Indeed the element x = 
s + n is conjugated to x' = S + An (A -;&. 0), and hence 
the value at x of any rr E 11 depends only on the semi
simple part of X. More precisely we have 3 : 

Lemma 6: The cone (x E S Irr(x) = 0, V rr E !1 with
out constant term) coincides with :n.. 
We state a basic theorem3 which characterizes grr. 
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Theorem 1: Let 9 be a s.c.L.a.andx Eg. Then 
the following conditions are equivalent: 

(a) x E~; 

(b) dci(x) (i = 1,2, ... ,1) are linearly independent at 
x. 

3. AN EXAMPLE: sl(2, C) = A1 

We have n - l == 2, so we conclude (from Lemma 4 
above) that x Et ~ :=e> dimS" == 3:=e> Sx = 9 = sl(2, C). 
This is very easily checked by classifying the orbits 
of the adjoint action according to Jordan canonical 
forms. There are only three types: 

(2) 

(~ ~) 
(3) 

(~ ~). 
These are the three strata8 in 1(;3, the underlying vec
tor space of sl(2, C}. We list some properties: 

(i) The stabilizers are: 9(1) == Cartan subalgebra, 
9(2) = Uc (1), 9(3) == s l(2, C). Therefore we see that 
~ = (1) U (2) and 

x = (~~) ¢ ~ 
has 9x = 9. 
(ii) S == (1) U (3), :n = (2) U (3). 

(iii) There are an infinity of orbits in (1), one for each 
value of A E 1(;. 

(iv) There are only two nilpotent orbits. In fact that 
(2) consists of a unique orbit follows from the fact 
that 

(0 1) I (0 J3) x= 00 andx == 00 

are conjugate: x'. = gxg-l, where 

(v) (1) is dense in 9 and (2) is dense in :n. 
(vi) The map qJ (see Sec. 2) does not separate the 
orbits in :n. Take 

a == (~~) and b = (~ ~). 
Then a, bE:n and 5 a '" 5 b • But qJ(5 a) == cp(5 b ) == 
o E C. 

Compare these trivial facts with the general setting 
in Sees. 1 and 2. In a basis {a3 , (01 ± ia2 )/v'2}, we 
have 0 3 E (1) and (01 ± i(J2N2)E (2) (where a are 
the usual Pauli matrices). ) 

4. SINGULAR ORBITS 

A. The Rank Function 

A real-valued function f: X ~ R is said to be lower 
semicontinuous (l.s.) at x EX if and only if 'V (l < f(x), 
f-1 (Q, + aJ 1 is a neighborhood of x in X. If f is l.s. on 
X,then {x EXlf(x):s {3}is closed'V{3 E R. 

Now consider a finite-dimensional vector space E 
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over 1(;, and 1 et L(E} be the set of all bounded linear 
operators on E. For A E L(E) we define rank(A) = 
dim{Av I vEE}. This function ("rank") is lower semi
continuous (in the strong topology). 9 

We are interested in the case where E = 9 is a 
s.c.L.a.andA =d({Jx E L(E). The map dcpx = 
«dcl)x"" , (dc l » is the differential of cp (Sec. 2) 
evaluated at. x E g. [We identify T x (m, the tangent 
space at x, to 9 itself.] 

The Killing form K on 9 permits to define the dual 
vector grad fx as the unique vector in 9 which satis
fies K(gradfx ' v)x = dfx (v), 'V v E Tx 9. 
Let p (x) = rank dcp x' and put 11 = inf{p (x) I x E 9 - (O)}. 

Definition 3: We will say that the orbit 5 x is sin
gular if and only if p (x) = 11. 

Since p is l.s., the set of {x E 9 I 5 x is singular} is 
closed in 9 - (0). One can look now at Theorem 1 as 
giving a characterization of those elements XES 
where p (x) = I (maximal!). It can be reformulated as 
follows: 

Theorem 2: Let S be an s.c.L.a.Then x E~ <=> 
p(x} = l. 
Now let 4>(c1' ••• ,CI) be an invariant polynomial. 

Thend4>x =I:~<t>j(dc)x,where 4>j = a<t>/acj • The
orem 1 implies strong restrictions on d<t> at least in 
those situations where 1 is small. For physical ap
plication the most relevant case is I = 2. 

B. The orbit structure of :n 

Remember that we have indexed (C1'.'.' c z) so that 
i :S j = deg cj :S deg Cj' With this notation, a the
orem of Varadarajan10 asserts that (dc)x = 0, 
Vx E:n. (This is a more explicit result than theorem 
1). We would like to point out a slight improvement of 
this theorem for the algebras Ai' which may be use
ful in order to understand the structure of :n. 

ConSider the set m i = {x E mj xi+! = 0 '" Xi}. Since 
x Em = Xk = 0 for k ~ 1 + l,we see that m =Ui"0:n;. 
The canonical Jordan form for x E :n t is a (l + 1) x 
(l + 1) matrix with i 1 's on the diagonal xj'j+v i.e., 
Xkl=""i 0kJ OZJ+1' Thereforei~j=dimS", :S 

Llj ~1' • "'j 

dim8mr . 

Maximal stabilizers (up to the trivial :no = {o} case) 
correspond to :nl' We obtain in this way a graded 
structure in :n, which induces an ordering for the 
stabilizers. 

Now consider the basis Ci(x) = tr x i +1 for .9 (Sec. 2). 
If x E :n, a trivial computation yields: (d C i)x = 
(i + l)xi. Hence x E ~j = (dck)x = 0, k > j = p (x) 
=j. 

This shows that according to the previous definition, 

the orbits in U~~2:ni cannot be singular. 

5. APPLlCA TION TO HADRONIC INTERNAL 
SYMMETRY 

A. Complex Lie Algebra of SU (3) : SL(3, C) = SUc (3). 

We denote it by 9 in this paragraph. Its underlying 
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complex vector space is C 8, whose elements are 
3 x 3 traceless complex matrices. The invariant bi
linear form reads 

(x, y) = ~trxy. 

From dim Hom (8 ® 8, 8)s = 2, where 8 stands for 
the adjoint representation of S, we conclude the exis
tence of two independent invariant algebras. Follow
ing Ref. 1 we take them to be 

Lie algebra: x 1\ y == - ! i[x, y] 

Symmetric algebra: xv y == !f3 (xy + yx) - (2/l3) (x,y). 

It is easy to see that both definitions yield bilinear 
maps S x S -7 9 . 

Conventions: We introduce the auxiliary (tS) mat
rices ~,dl,d2,d3 with (dj)jk= 15 jk 15 jj • The elements 
of S WIll be denoted by: 

diagonal matrices: 

(1 ) 

Symmetric algebra: 

rjVrj = 15 ijqi + l1/ijk - 1/; kj Iq k= -qi v qj rivri = qi 

nondiagonal matrices: 

Z j "3 (z j) a8 == .f2 T] j a8 ==..f2 OJ. i+ 10 j. k -1' 

Z;"3 (z;) == l21/i8a' 

W e have, for instance, 

(
010) 

zl =..[2 000, 
000 (

000) zr =..f2 1 00 . 
000 

A possible choice for a basis of g is the following: 

[ql' rl'zl,z2,z3'Z~,Z;,z;}, 

(2) 

Hermitian conjugation: (x, y)* = (x*, y*), (xTy)* = 
x~y*, where T = /\, V 0 

Lie algebra: a, b diagonal =;> all b = 0; 

a /\ Zj = -i(.a,r;lzj ~ a /I zt = i(a,rj)zi; (3) 

Zj /I Zj = -(I/.f2)(l1ijk -1/ikj)Zt, Zj /I zj = -io;jrj • 

qjvrj = 15 jjrj + l1/ijk -1/jk} I Y k qjvqj = -qi' 
(4) 

ZiVZj = (.[3/2)1/ ijk - 1/; kj I zZ =:> qiv rj = r i , 

ZjVzj = Djj q, 

a z· = (q., a)z. v t t t 

From (3) we see that ± r; are the six roots of S. 

B. Orbit Structure on C 8 Under the Adjoint Action of 
SUc (3) 

Let us write down all possible canonical forms for 
the elements in S, like we did in the preceding sec
tion. We get six types: 

Let us complete this classification with some rele
vant remarks concerning their elements and centra
lizers. 

(I) This stratum is dense in C 8. Their elements are 
regular,with S1 = Cartan subalgebra Uc(1) x Uc(1) of 
S. 

(II) A Simple calculation shows that x Ell ='> xvx = 
ax with a E C, i.e., they are idempotent in the V 
algebra. In other words, the semisimple x with two 
identical eigenvalues satisfy Xv x = ax. Moreover if 

x =(A A ) 

-2A 

and A '" O,then a '" O. 

The Hermitian elements of this type were called 
"generalized charges" in Ref. 1. Observe that ele
ments in IT are semisimple but $:~. Indeed every 
matrix like 

( U 0 ) commutes with 
o -trU 

x = (A A ), 
-2A 

wherever U E Uc (2). Hence Su"" Uc (2) =;> dimS x = 4 (we mean always complex dimension). Remember 
Lemma 4! 

(m) These elements, linear combinations of IT and V, 
are not diagonalizable. We have for each x E III a 
decomposition (Lemma 1) x = s + n, s E II, n E V. 
In fact one immediately sees that 

x=(~~~ )=S=(AA )EII 
a a -'-2A -2A 

and 

(
0 QI 0) 

n= 000 EV 
a a a 

J. Math. Phys., Vol. 13, No.7, July 1972 
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TABLE I 

Dimension (Over C) Number ------- of 
Characterization Stabilizer Stratum I Orbit I orbits Examples 

')'3 '" e2 Ue(l) x Ue(l) B 6 00 2 regular, e.g., r i 
Cartan 

II ')'3 = e2 '" 0 Ue(2) 5 4 00 ±qi 
X semisimple 
----(, 
III 1'3 = e2 '" 0 Ue(1) x Ue(l) 7 

x nondiagonalizable 
6 00 aq i + {3z i (a{3 '" 0) c S + :n 

IV ')' = e = 0 Ve(l) x Ue(1) 6 6 aZ 1 + {3z2 + yzj (a{3 '" 0) 

x 3 = 0 " x 2 

---------------------------------------------------------------------\c:n 
V I' = e = 0 Solvable 4 4 az i + {3z j (i '" j) 

x2 = 0 '" x four-
dimensional 

VI x=O SUe(3} 0 0 x=O c s n :n 

The strata II, V contain all singular orbits. Of course,ooT meanS that the codimension of orbit in its stratum 
is r. The index c in Ue (I},SUe (3},etc.,means "complex Lie algebra" of U(1),SU(3),etc. 

which trivially satisfy [s, n] = O. Since 9 II = U c (2) 

and from our example Sec. 2 we know ll that (g ~) 
is principal nilpotent in U c (2), Lemma 3 yields the 
conclusion TIl C ~. It is interesting to emphasize 
that dim 9 III = 2, e.g., 9 x = {q i' Z i} for x = aq i + /3z i ; 

but g III is not isomorphic to Cartan subalgebras. 
More generally it can be shown for any s.c.L.a. S 
that every maximal Abelian subalgebra containing 
only semisimple elements is a Cartan subalgebra. 
This was actually the case in (1). In addition,there 
exists many other maximal Abelian subalgebras 
which contain nilpotent (>"0) elements, so that they 
are not of Cartan type.3 ,4 

(IV) We find again dim 9 x = 2 for x E IV. As an ex
ample take x = aZ 1 + /3z2 (af3 >" 0). Then 

x =(~ ~ ~)=:> Sx ={az1 + /3Z2'Z~}, 
00 0 

an Abelian two-dimensional subalgebra of g. Since it 
also contains nilpotent elements, 9 x is not of Cartan 
type. Thus we have three strata of maximal orbits: 
~ = I U III U IV; the last one being contained in ~. 
In fact we have IV =~ n ~. 
(V) These are the elements in (~-~) -{O}. As a 
typical one we consider for instance x = z 1 E V ~ 
9 z1 = {z l' q l' z~, z~}. More generally S zi = 
{z i> q i' zJ, zjJ with (i,j, k) = (1,2,3) and cyclics. Up 
to now (and there are no more!) we have two types of 
four-dimensional stabilizers corresponding to strata 
II, V. Notice, however, a crucial difference between 
both of them, namely S II contained a semisimple 
part isomorphic to SUc (2), while on the contrary Sv 
are solvable subalgebras. 

It may be illuminating to say a few words about sol
vable subalgebras of S. Remember that a Lie alge
bra L is said to be solvable iffDkL = 0 for some k, 
whereDk is definined by DiL = [Di-1L,Di-1L1 and DOL 
= L. The maximal solvable Lie subalgebras of a 
s.c.L.a. S are called Borel subalgebras of S. 
Their dimenSion is ~(n + l) (see Ref. 4). Therefore in 
our case ~(n + l) = 5.AnexampleofBorelsubalgebra 
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is the following: {q to r i' z i> zJ, zt} with (i,j, k) = 
(1,2,3) or cyclic permutations. 

By the other hand, one can demonstrate that every 
solvable subalgebra of S is contained in a Borel sub
algebra. We see that Sv are contained too. Observe 
that the Borel subalgebras could not be stabilizers in 
the adjoint action of S, because of Lemma 4. How
ever,we find four-dimensional solvable stabilizers, 
and we remark that they are obviously maximal in the 
above defined partial ordering for stabilizers. 

(VI) This is an uninteresting case. (It is often con
venient to work in the manifold C8 _ {O}). When we 
speak of maximal stabilizers, we are implicitly as
suming them to be proper subalgebras of g. 
We are now in position to write a table for the dif
ferent strata of the adjoint action. In order to charac
terize the orbits we need two (l = 2) independent in
variant polynomials. We choose e,y defined by y(x) = 
(x,x) and e(x) = (xvx,x), XES. (We take y ==~c1 and 
e == ~C2 with CVC2 as defined in Sec.2A.) The charac
teristic equation for x Egis simply 

x 3 - (t trx 2)x - (t trx3)) 

= x 3 - y(x)x -(2/3f3)e(x) l = O. 

This is a very intuitive way of convincing oneself that 
we need exactly two quantities and that e, y is a 
natural choice. 

The classification, according to the previous para
graph, is given in next table. 

Let us observe that it is because of the existence of 
only a finite number of strata that we are able to 
write explicitly their table. This is a nontrivial re
mark. Indeed we know that compacity (for both the 
group G and the manifold X) is sufficient to prove 
this fact. In general, when one drops compacity that 
property is lost. But in our present situation, once 
again semisimplicity provides a sufficient condition. 

C. Properties of the Singular Orbits for the Adjoint 
Action of SL(3, C) 

With the aid of the previous table, we are able to give a 
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complete characterization for singular orbits. The 
situation can be summarized as follows: 

Singular orbits for SL(3, C): Let cp be the mapping 
defined in Sec. 2. For xEs l(3, C) - {a}, the following 
properties are equivalent: 

(a) x <f ;m:; 

(b) (') x E. II U V; 

(c) x v x = /-lX for some Il E C; 

(d) dif.>x = AX (A E C) '<14> E S; 

(e) (') x is singular. 

Proof: (a) <=:::> (b): Table I makes it evident. 

(a) <;:::::;> (e): follows from Theorem 1 and the fact that 
rank of sl(3,C) = 2. 

(e) <=!> (d): The only nontrivial part is (e) ~ (d). 
Notice,however that (dCl)x = 2x,and hence (dCl)x ~ 0, 
and the result follows. 

(c) ~ (b): This is a trivial calculation. One finds 
11 = 0 for x E V and 11 ~ 0 for x E. II. 

Thus we see that there are two types of singular or
bits. Firstly, we find an infinity of them in II. They 
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But this is equivalent to say that dif.>x is proportional 
to x,in the framework of RB. Thus we have redis
covered that result for semisimple elements. 

Secondly, there is a unique singular orbit in V. As in 
case IT, the stabilizer has dimension four. But if 
x E V we know that x is conjugated to Ax (A ~ O),Le., 
one of the four remaining generators moves x on Ax, 
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A straightforward analytical calculation of the s-like energy spectrum of the hydrogen atom is perform
ed entirely within Feynman's path integral formalism. For this purpose the integral transform 
W = J d3 raK(re, 0), where K(rB, 0) is the density matrix of the hydrogen atom written as a path integral, is 
calculated by means ofthe exact summation of a "modified" perturbation expansion (W is expanded as a power 
series in -fi3 with f3 = 11k T). Performing this summation is equivalent to solving a problem of moments 
with infinite moments. For a wide class of potentials the perturbation expansion for W converges faster 
than the power-series expansion for the exponential function (for the Coulomb potential the convergence 
rate of both expansions is the same). It is shown how the complete energy spectrum can be obtained by 
this method. It is also illustrated how the wavefunctions might be obtained by transforming W. 

1. INTRODUCTION 

In the formulation of quantum mechanics by use of 
Feynman path integrals1 exposed, e.g., in Feynman 
and Hibbs's textbook,2 two major topics which 
comprise vital parts of current textbooks on quan
tum mechanics are not treated: the hydrogen atom 
and the spin problems. Although formal and nu
merical progress3 - 6 on both problems has been 
made since 1965, both the spin and the hydrogen 
atom problems are still unsolved: no direct, 
analytical solution has been given which is entirely 
self-consistent within the path integral formalism. 

In this paper we will present a direct and self
consistent treatment of the hydrogen atom, using 
the path integral formalism. The calculations are 
limited here to the s-like states; but it is shown 
how the non - s -like states can be treated. 

Let us briefly review the literature on path in
tegral calculations concerning the Coulomb po
tential problem. Storer3 has calculated the two
particle density matrix for attractive Coulomb 
forces. This treatment, however, is numerical. 
Gelman and Spruch4 have studied scattering theory 
for central potentials (including the Coulomb po
tential) in the path integral formalism. They ob
tained variational upper bounds for the scattering 
length. The only exact analytical results concern
ing the hydrogen atom, involving to some extent 
path integral considerations, are due to Gutzwiller, 5 

who applied the WKB approximation in momentum 
space to the problem. Gutzwiller's paper pro
vides us with a WKB approximation which is mani
festly adequate to treat bound states in atoms. 
Calculating the Green's function G(p",p',E) (i.e., 
the probability amplitude for a particle with energy 
E to go from a state with momentum p' to one with 
momentum p") in the limit Ii ~ 0, which approxima
tion results in a summation over all classical 
paths, Gutzwiller obtained poles and residues for 
the Green's function which exactly represent the 
energies and wavefunctions of the bound states of 
the H atom. However Gutzwiller's treatment does 
not meet our purpose of a direct, exact, analytical 
study of the hydrogen atom in the path integral 
formalism. The reasons are the following: 

(i) Gutzwiller's treatment is an approximation 
(WKB). Even if the results which are obtained are 
exact for the bound-state energies and wavefunc
tions, this is not proved in the framework of the 
approximation. It is well known that the WKB 
approximation gives, e.g., the exact solutions for 
the linear harmonic oscillator, but again this has 

not been proved on a priori grounds though it is 
quoted as an accident in standard textbooks on 
quantum mechanics. 7 

(ii) The author has not examined the scattering 
states obtained by his approximation. These states 
contain an important part of the problem. 

(iii) The treatment of Gutzwiller is different from 
a direct path integral calculation because only the 
limit Ii -70 is considered, which leads to a sum 
over all classical paths instead of a sum over aU 
paths. 

(iv) Finally the paths considered by this author 
are of the Garrod-Feynman8 type; i.e., these are 
paths different from the paths in coordinate space 
originally introduced by Feynman. 

It is thus seen that as far as Coulomb potentials 
are concerned, path integrals have recently played 
a role in studying scattering theory, 4 distribution 
functions for electrons and ions in a plasma, 3 and 
approximation methods for atomic and molecular 
physics. A direct, exact, analytic solution for the 
hydrogen atom in the path integral formalism, 
which we wish to present here, has not been pre
sented up till now. 

Given this general expreSSion for W, a mathematical 
theorem of Grosjean9 concerning the development 
of Laplace transforms in the neighborhood of the 
origin is very helpful to transform the modified 
perturbation expansion into closed analytical form 
and to separate the contributions of W belonging 
to the discrete, or the continuous, part of the 
spectrum. 

For examples like the hydrogen atom, the harmonic 
oscillator, and the a-function potential it is possible 
to perform the summation of the modified pertur
bation expansion analytically, as we will show here 
and in Ref. 10. For more general potentials (e.g., 
the polaron potential) it is possible to determine 
the energy spectrum by considering the asymptotic 
behavior of the modified expansion for W for large 
values of f3. 11 

The present paper is divided as follows: In Sec. 2 
the modified perturbation expansion for W, starting 
from the path integral expression, is developed in 
a straightforward manner resulting in a series of 
type (1. 3) with An defined as in (1. 4). In Sec. 3 
this general technique is applied to the hydrogen 
atom. The different steps in the general method: 
introduction of the Fourier transform of the po
tential, integration over rB, integration over the 
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time variables, are illustrated for the hydrogen 
atom. 

This leads to an expression for W in which the 
coefficients of (3n/2 are 3n-tuple integrals of a new 
type. It is shown how these integrals can be per
formed analytically. 

Using Grosjean's theorem the summation of W is 
then performed. Finally W is written in a closed 
form in which the contributions from the continu
ous spectrum and the discrete spectrum are 
separated. 

In what follows we briefly outline the method which 
we will use here. This method was developed dur
ing our calculations on the self-energy and the 
effective mass of Frohlich polarons.l1 The polaron 
potential, however, is closely related to the Cou
lomb potential, and therefore it is very useful to 
dispose of an analytic treatment of the hydrogen 
atom in the framework of path integrals. Especial
ly for the study of the bound polaron in the path 
integral formalism it is necessary to dispose of a 
treatment of the hydrogen atom in this formalism. 
ConSider the path integral expression for the ohe
particle density matrix: 

p(ra,ro) = J :Dr(t) exp [- J: (mf + V(r(t))) dt]' 

(1. 1) 

ra corresponds to t = {3, ro to t = 0 (where it is re
called that t is not an actual time variable, but a 
so-called imaginary time variable), and (3 = kT. 
The notation J:n r / (t) means integration over all 
paths 
It will turn out that the calculations are substantial
ly Simplified if, instead of p (ra, ro), we calculate 
the integral transform 

W= fp(rB,O)d3rs ' (1.2) 

Of course, some information is lost by treating 
this expression instead of p(rfj, ro). States with 
wavefunctions for which lJ!(re) = - 1/1(- re), e.g., 
not longer, contribute to W. This means that only 
s states will contribute to the expression W for 
the hydrogen atom. On the other hand, as we 
illustrate for the problem of the 15 funCtion,10 the 
function W occasionally has certain advantages 
over p(re, ro); the method of continued fractions 
can be used for the harmonic oscillator to calculate 
W (via a Laplace transform) starting from the 
different moments. These moments are finite in 
the case of W, but the corresponding moments for 
p are divergent. Furthermore it is possible to 
generalize our treatment to include the complete 
set of eigenstates of the hydrogen atom, as we 
will discuss further on. 

First the functional exp[ - r V(r)]dt in (2) will be o 
expanded in a power series in jBV(r)dt. It is con-

o 
venient if V can be expressed as a Fourier trans-
form (although our treatment is more general, as 
will be shown in the case of the harmonic oscilla
tor). A method is then developed to expand Win 
powers of {f3. In general, the expansion of W in toe 
neighbourhood of the origin with respect to f3 will 
be of the type 

W:::: (1. 3) 

with 
An = Qi n + /31-0'{3n' 0< a < 1. (1. 4) 

Because the development is not a power series in 
{3, we will call our expansion for W"a modified 
perturbation expansion." (The word "perturbation" 

will not imply that Vor f;Vdt or (3-1 is small com

pared to any characteristic energy.) Each term in 
the modified perturbation expansion requires the 
evaluation of a Gaussian path integral, which can 
be easily performed by using Feynman's original 
techniques. The integrations over the "time" vari
ables are performed by using the Laplace trans
formation. At this point one must try to transform 
the modified perturbation expansion into closed 
form. One knows that the density matrix can be 
written as 

After integration with respect to rfj, we have, 
under general conditions, for the form of W 

w = J exp(- (3E)dlJ!. 

In Appendices A -C it is shown that all the informa
tion about the energy spectrum and the wavefunc
tions of the s -like states of the H atom is contained 
in our expression for W. To obtain the wavefunc
tions in general, the method has to be generalized 
slightly. 11 

2. THE MODIFIED PERTURBATION EXPANSION 

The density matrix for a particle in a potential 
V(r) can be written as 

p(rfj,ro)::: J expL t t r2dt- t V(r)dt):Dr(t), 
'\ 0 0 (2.1) 

where rfj corresponds to t::: (3 and ro to t = O. Ex
a 

pansion of the exponential with respect to 1 V(r)dt 
~~ 0 

( B) 00 (_ 1)n (a ~n p(r/3, ro) = J exp - t 1 t 2 dt 6 -, - 1 V(r)dt o n:O n. 0 

x :Dr(t). (2. 2) 

If one writes the nth power of the integral as an 
n-dimensional integral and introduces the Fourier 
transform 

J d3k 
V(r) = (211)3 exp(ik • r)f(k), (2.3) 

one obtains the following development for p(ra, ro): 
00 (_ 1)n (3 B d3k

1 
p(re, ro) = 6 -- 1 dl1· .. 1 dtn J--f(kl)" . 

n:O n! 0 0 (211)3 

X J _n f(k )J exp - t J i- 2dt + d
3
k (B 

(271)3 n 0 

X i t r(to)ko):nr(t). (2.4) 
j:1 J J 
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Defining an extension of the function f(f), introduced 
by Feynman,12 as 

n 
f (t) == i LJ a(t - t.)k., 

n j:1 J J 
(2.5) 

one still has to calculate the path integrals 

Pn == j exp (- ~ j: i-2dt + j: fn (t) or(t )dt) ~r(t), 
n:0,1,2,···. (2.6) 

These path integrals are Gaussian and can easily 
be calculated. Some of the details are given in 
Appendix A. The result is 

with 
1 n t. 

Scl,n == - 2(3 (ra - ro)2 + i .~ ~ ; (ra - ro) 
n J.1 

+ iro LJ k j - ~(k~ Tl,l + ... + k~ T:,n 
j:1 

(2.7) 

+ 2k1k2 T1.2 + ... + 2kn-lknT~-LJ. (2.8) 

T I.i is defined as 

Ti : j == - (ti t/f3) + Wi + tj) - ~ I tj - til (2.9) 

As far as the integrations over the variables tare 
concerned, the difficulties arise from the products 
t;t., because of which the argument of the exponen
tiftl function is not linear in the "time" variables. 
In the expression for W the cumbersome product 
terms t;t./{3 no longer appear. However, states for 
which th~ probability amplitude at the origin or the 
average of the probability amplitude over all space 
is zero are no longer contained in the expression 
for W. (For the hydrogen atom this would mean 
that only s states appear in W, but we will show 
the treatment can be generalized.) 

As was discussed in the Introduction, we introduce 
the expression 

so that the modified perturbation expansion becomes 

Integration over ra is elementary. If the series 
expansion for p (2.4) is now introduced, one has to 
calculate 

W: == jd3r e j exp [(~tr2dt + i t r(t.)k.)~~(t), 
o j:1 J}~ 

and finds 

~ == exp{- ~ [Kn]T[T.,HKn]}, 

where [Kn] is a column vector defined as 

[K.l ~[::] , 
and [T,,] is a square matrix of order n, with ele
ments defined as 

Ti .j == ~ (t; + ~) - ~ Iti - ~ I . (2.10) 

W can now be written as 

First the integration over the time variables is 
treated. Consider 

l
~ a T 

Hn((3) == 0 dt l ••• 10 dt" exp{-[Kn] [Tn] [K,,]}. 
(2. 12) 

From the symmetry properties of the integrandum 
it follows that 

[6 (II lin 1 Hn «(3) == n! Jo dt1 Jo dt2 • •. 0 - dtn 

X exp{-[K,,f [Tn](K,,]}. 

For the Laplace transform of Hn ({3) one finds 

W == £-1 I; (_ l)n .J23n jd3k1f(../2k1)'" j d3kn f(J2k,.) 1 . 
n:O (271)3" s(s + kV" . s + (k1 + k2 + ... + k n )2 

The inverse Laplace transform can easily be calculated in generaL In the special case of a potential 
which is a homogeneous function of order h, the expansion becomes 

W= 

00 1 1 (3(h '2),,12 d3k fQ.t ) d3k2fQ.t2) 
L) (_ 1)" __ -- j 1 1 j _---='--.-::..-

n:O (27T)3 .. J2hn r [(h + 2H n + 1] (1 + kf) 1 + (kl + k2)2 [s + Q.t1 + k2 + . . . + k,,)2] 

(2.13) 

[This expression is of the same type as the Liou- sentation. However W is not directly expressible 
ville solution of the integral equation for the in terms of C(p, p', w). Also this expression has 
Green's function C(p, p', w) in the momentum repre- been derived from the path integral(2. 1) in a 

J. Math. Phys., Vol. 13, No. 7,July 1972 



                                                                                                                                    

A N A L Y TIC T REA T MEN T 0 F THE C 0 U L 0 M B POT E N T I A L 1073 

straightforward manner.] 

H V(o) ;rc oc; this series is absolutely convergent 
for every finite (3. The convergence is stronger 
than that of the power series development of the 
exponential function. H V(o) = co, the expansion 
may be convergent (examples are the 6 function 
potential and the hydrogen atom). Further dis
cussions of more complicated expansions of type 
(2.13) are given in Ref. 10. 

In view of Grosjean's theorem,9 expression (2. 13) 
has the general form one would expect a priori for 
both the density matrix and W. Expansion (2.13) 
contains information about both the discrete and 
continuous spectrum as shown in Ref. 13. 

3. APPLICATION OF THE MODIFIED PERTUR
BATION EXPANSION TO THE CASE OF THE 
COULOMB-POTENTIAL 

A. Perturbation Expansion of the Density Matrix 
with Respect to the Coulomb Potential 

C. Integration over the k Vectors 

In the expression for C n ({3) the Cartesian coordi
nates of the different vectors cannot be separated. 
Therefore, the following integral transformation 
is used; 

1 00 2 - -1 -Elk l d 
2 - 0 eEl' 

k1 

Written explicitly Cn ({3) becomes 

C ((3) = .-l .-l 8 t dt '" 18 
dt J 00 dE .,. 

n n! 2n 7T2n 0 1 0 n 0 1 

(3.8) 

X 1000 

dEn J d 3k1 ... J d 3k n exp{-[kl(E1 + T 1 ,l) 

+ . .. + k 2 (E + T ) + 2k1k2 T1 2 + ... n n n,n • 

+ 2kn-1 k n Tn-l. n]}. 
The potential is given by 

V(r) = - e2/lrl. 
For this expression the Cartesian coordinates can 

(3.1) be separated as follows: 

Writing the Coulomb potential as a Fourier trans
form results in 

- e2 j d 3k V(r) = -- = - e2 -- exp(ikr). (3.2) 
Irl 27T2k 2 

The Coulomb potential is an example of the case 
V(o) = co. 
Expansion (2.4) becomes 

00 (- 1 f 13 8 d3k 1 p(r13 , ro) = ~ -- 1 dt1 ... 1 dt j--
n:O n! 0 0 n 27T2k~ 

d3k eSCl,n 

The integral 

K =j+oodX1"'j+oodxnexp[-(x2B + ... 
n _ 00 _ 00 1 1,1 

(3.9) 
xj n __ 

21T2k;; (27T{3)3/2 (3. 3) is a standard n tuple integral and equals 

The zeroth order (n = 0) is equal to the kernel of 
the free particle with boundary conditions 

l=O, r(O)=ro, 

t={3, r({3)=r8 , 

(3.4) 

B. The Modified Perturbation Expansion of the 
Integral Transform W of the Density Matrix 

With (2.11) the integral transform W takes the 
form 

which will be written as 
00 

1Tnf2 
K =.,------

n {det[Bn]} 1/2 
(3.10) 

[Bn] is the matrix with elements Bi,j = Ei 6i ,j + Ti,j' 

The only condition is det[Bn] > 0, which in the 
present case is sufficient to show that [Bn] is 
positive definite. It is shown now that det[Bn] is 
positive except for some values of the time vari
abIes where det[Bn] = O. In the case n = 2 one has 

H i1 ~ t2 , it follows that 

det[B2J = (E1 + t1)(E2 + t2 ) - t~ ~ t1 '2 - t~ ~ O. 

W= ~ e2nCn (fl), 
n:O 

(3.6) The exceptional points for which det[B2J = 0 are 

with the notation 

1 1 -1'2 n 
B B d3k 1 C ({3) = - - - J dt ···1 dt j - ... n , 2n 2n 0 1 0 n k 2 n. 7T 1 

E1 = E2 = 0, t2 = 0, and E1 = E2 = 0, t1 = '2' 

The fact that det[BnJ = 0 in a finite number of 
points does not affect the value of K . Analogous 

. n 
results hold m the complementary case t2 ~ i1 • 
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By means of complete induction it is easily shown 
that [Bn] is positive definite for all n except for a 
finite number of points, for each n, where det[Bn] 
= O. The problem of finding analytical results for 
the coefficients in the modified perturbation ex
pansion is reduced to calculating 

1 1 1T3n/2 6 6 
C (/3) = - - - 1 dt ... 1 dt 100 

dE ... 
n n!,fj!i 1T2n 0 1 0 n 0 1 

x I. 00 dE _1 __ 
o n det[BnP . 

(3.11) 

D. Transformation and Evaluation of the Integrations over the Time Variables tl ••. t. 

As in the general case, some symmetry properties of the integrandum can be used leading to the equality 

1 /ir3n/2 1.6 1.11 Iln-1 100 00 1 
Cn (/3) = Inn -- dt1 dt2 •·• dt dEl'" 1 dE --- (3.12) 

'12 7T2n 0 0 0 n 0 0 n det[BnP' 

with 

El + t1 t2 t3 

'2 E2 + t2 

Using basic properties of determinants it follows that 

o 

o o 

-E n 

(3. 13) 

From (3.9) and (3.10) combined with (3.13), the following integral representation for {det[Bn]}-3/2 is 
derived: 

(3.14) 

To evaluate the integrals over the time variables a Laplace transformation with respect to (3 is used. 
Putting 

J OO 113 jll j ln-l 
Qn(S) = 0 exp(- (3s)d(3 0 dt1 0 dt2 ··• 0 dtn exp[-ky(tl - t 2 ) - k~(t2 - t3)'" k~-l(tn-1 - tn)-k~tn] 

one finds, by means of partial integration, 

Q (s) = 1 , 
n s(s +kt) ... (s + k~) 

so that the Laplace transform of Cn ((3) becomes 

1 1 00 len d 3k l £rCn(/3), s] = {2n 1T2n Jo dEl'" 0 dEn J (s + ky) 

+ k~En - 2E2klk2 - ... - 2Enkn_1kn]}' 

The integrations over the variables E1 ... En are elementary now: 

1 1 1 d 3k 1 d3kn 1 1 
£rCn(f3), s] = -; J'i!i 1T2n J (s + kIJ ... J (s + k~) kr (k2 -k

l
)2 

1 

The evaluation of the inverse Laplace transform in both members of (3.15) is readilly performed. 

One gets the expreSSion 
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(3n/2 1 1 d3k
1 

d3k 1 1 

Cn «(3) = r (i n + 1) J2n 172n f (1 + k~) ... f (1 + ~~) kf (k2 -kl)2 

1 
(3.16) 

[Again the similarity with the iterated solution of the corresponding integral equation for the Green's 
function G(P2' PI' w) should be remarked14: 

Introducting spherical coordinates, the integrations over the angles can be carried out immediately to 
give 

E. Calculation of the n-tuple Integral Zn (n ~ 2) 

The n tuple integral in (3.17) is called Zn: 

J 00 dk1 J 00 dk2 ]';0 dk n -1 
Z,,= 0 k1(1+kf) 0 (l+k~)'" 0 (l+k~-l) 

J 00 k dk I kl + k21 x "n In 
o (1 + k~) k1 - k2 

We treat this integral for n = 2, n = 3, and still 
the general case. 

1. Special Case n = 2 

For n = 2 one has to calculate 

Using complex integration one has the result 

(3.19) 

so that Z2 is reduced to 

1
00 dk1 

Z2 = 17 0 ( 2) arctank1 • 
k1 1 + k1 

Or, using an integral representation for arctan kl' 
we obtain 

Z2 = 17 11 dYl 100 
dk1 k1 

o 0 kl (1 + kV (1 + y{kV . 

Integration over the variable k1 is elementary now 
and results in 

11 17 1 
Z2 = 1T 0 dYl 2" 1 + Yl • (3.20) 

Written in analytic form, this integral takes the 
form 

1T2 172 ( 1 1 1 1 Z2 ="2 In2 ="2 1 - "2 + "3 - 4 + 11 - ••• 

(_ 1),,+1 ) + ... n . 

1 

(3. 17) 

! 
2. SPecial Case n = 3 

In this case one has 

Z3 = 100 
dk1 100 

dk2 
o kl (1 + kV 0 (1 + k~) 

x In I k1 + k21In I k2 + k31. 
k1 - k2 k2 - k3 

(3.21) 

Integration over k3 is equivalent to the integration 
performed in (3.19). For Z3 one obtains the ex-
pression 

100 
dk2 I kl + k21 

o (1 + k~) In k1 - k2 

arctank2 • (3.22) 

Again using an integral representation of arctan k, 
(3.22) becomes 

Z 100 dkl 11 100 k2dk 
=1T dy 2 

3 0 k (1 + k2) 0 2 0 
1 1 (l+k~) 

x 1 In I kl + k21. 
(1 + y~k~) kl - k2 

(3.23) 

By writing 1/(1 + k~) (1 + y~k~) as a sum of two 
partial fractions, one arrives, after a few element
ary calculations, at 

1T 
= -- (arctank1 - arctank1y 2]' 

1- y~ 

which can be written as 

17 1 00 

1 _ y~ ~2 dYl 10 
so that Z3 becomes 

J 1 dY2 j 1 100 dk1 Z3 = 1T2 -- dy 
o 1 - y~ Y2 1 0 (1 + k~)(l + y~kV 
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or 
1T

3 
j1 dY2 J1 ~ Z3==- --

2 0 1 - Y~ Y2 1 + Y1 

In analytic form this is 

Z == 11"3 (1 _ J.. + J.. ___ J.. 
3 4 22 32 42 + .. } 

3. General Case of Zn 

Carrying out the integration over kn produces 

j .oo dk1 100 dk2 100 dkn - 1 
Zn ::: 1T 0 k(l + kt) 0 (1 + k~) . " 0 (1 + k~_1) 

x arctank" -1 In 1 2 j
k + k j 
k1 - 1?2 

Using the same integral representation as in the 
cases n ::: 2 and 3 and carrying out the integration 
over kn -1 , one finds 

1 dy j1 _ 2 n-1 
Z" - 1T ~ 1 2 Yn-l dYn_2 

- Yn-1 

JOO dk1 

o k1 (1 + kV 
100 

dk2 
X 0 (1 + k~) 

Performing systematically the integrations over 
kn _2 • •• k3' following the same rules, results in 

The remaining integrations over k1 and k2 are already described in the case n == 3. As a final result 
for the n tuple integral Zn we obtain 

With the substitution 

Zn becomes, successively, 

1T
n 

1 J1 dtn _1 j.t"-l dt"_2 
Z" == -2 2,,-2 0 -t - 0 t 

n-1 n-2 

1 t2 dt1 
X --

o 1 + t1 
and 

+ .. } 

F. Summation of the Modified Perturbation 
Expansion 

Summarizing, one has until now 

Co(m = 1, 

(3.25) 

C «(3) == {2..(fi == 2,lili3 [1 - 1 + 1 - 1 + ... ], 
1 r( t + 1) r( t + 1) 

where (1 - 1 + 1 - 1 " .) is defined as t by 
Cesaro's summation process, and in general 

n/2 
C (f3)::: f3 22 ~ _ 1 + 1 + ... ) 

n r(~ n + 1) ,fi!' \ 2,,-1 3,,-1 ' 

We have therefore obtained the following expres
sion for the perturbation expansion of W: 

J, Math, Phys" Vol. 13, No, 7, July 1972 

(3. 24) 

00 e2" (3n/222 ( 1 1 ) 
W==l+~ 1-:n:=I+:-n=r+'" 

,,:1 r(tn + 1)« 2 3 
(3.26) 

The free-particle contribution is contained in the 
term 1({3 == 0). As was already explained in the 
general case, expansion (3.26) consists of two 
parts, a power series in f3 and a power series in 
fi3; the former is connected with both bound states 
and scattering states, the latter only with the 
scattering states. 

Taking into account the convergence of both series, 
one can write 

00 e41' {321'22 1 ( 1 1 
W == 1 + 31 r{r + 1) 2Y 1 - 221'-1 + r 

1 + . __ )+ 00 e2(y+1/2~1'+1/222 
-~ 1'~ r(r+l+~)21'+112 
x (1 - 221'\1 1 + 321'\1 1" -) . (3.27) 

W has the structure of the development of a Laplace 
transform in the neighborhood of the origin. Cal
culating the moments of the Laplace transform of 
Wone finds divergencies, so that the theorems of 
StieUjes cannot be applied. Performing the sum
mation of this series, however, as will be done 
here, is equivalent to solving a "problem of mo
ments" with divergent moments. Grosjean9 has 
proved the following theorem concerning the de
velopment of Laplace transforms in the neighbor
hood of the origin: 

If 
a1 a2 a3 
ta + ~ + t2 +0- + .. , , 0< a< 1, 

an: real (3.28) 
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is either a convergent, or a asymptotic expansion 
of a function f(t), valid for large t values, then 

L = Joo f(t)e -xt dt 
o 

can be written as 

(3.29) 

The integral defines a holomorphic function for 
every k> O. With this integral representation, 
f(k) is defined: 

f(k) = ~ ~ J 00 etdt cos _t 
1T I? 0 (e t + 1)2 jJi , 

k> O. 

L = ~ A n xn +cr
-

1
, x> 0, 

n:O 
(3.30) Using this definition for f(k) we consider a 

function R({3) defined by 
with An defined as 

A = (_l)n[_1T_ 
n sin1To 

1-cr 
an +1 x 

+--r(n + 0) n! 

(3.31) 

To perform the summation of the series (3.27) the 
following problem has to be solved: given An' cal
culate an to determine f(t). 

In order to apply directly Grosjean's theorem we 
consider 

W' = aw = 2e 4 [E + 0] 
aB ' 

with E and 0 defined as 

00 (e 4
{3)r-1 1 ( 1 1) 

E = J{ -2- r(r) 1 - 22r - 1 + 32r - 1 "', 

0-2:; 1--00 (e 4 {3) r-1/2 1 ~ 1 
- r:O 2 r(r + ~) 2

2r 

+_1 ... ) 
32r . 

The series in the general theorem corresponding 
with 0 can be written as 

00 / a 1T 
O(x) = 2:; x r -1 2 (_ l)r r+1 1 • 

r:O r(r + 2) 

Putting x = 1 e4 {3, we obtain 

a +1 = (- l)r (1 __ 1_ + _1_ ... ) 
r 1T 2 2r 32r 

or 
_ (- l)Y 22r-1_ 1 

Gr +1 - -- 2 r i ~(2r), r> O. 
1T 2-

With the aid of an integral representation for the 
~ function of Riemann, ar + 1 takes the form 

a _ (- l)r 1 00 t
2Y

e
t
dt 

r+1 - -1T- r(2r + 1) 10 (e t + 1)2 r> O. 

It is easy to verify that this expression gives also 
the correct result in the case r = O. 

The behaviour of the series corresponding to 
(3.28) for large k is 

For k> 1 this series defines a holomorphic func
tion: 

f(k) ~ _1_ 100 etdt t 
IT:k 0 t 2 cos 'Ii ' 

1T'IR (e + 1) 'IR 
k> 1. 

R({3) =! 100 exp(- e
4

{3k ) dk 100 e
t 
dt 

1T 0 2 jJi 0 (e t +1)2 

x cos ~ . (3.32) 

From Grosjean's theorem it is immediately clear 
that the series expansion of (3.32) gives, for the 
part corresponding with 0, the series O. 

For the series expansion in {3 one has 

_ a r + 1 )dk jJi , (3.33) 

with x equal to 1 e4{3 : 

Using the definition formulas for a r+ 1 andf(k) one 
finds, after carrying out some elementary substi
tutions, 

(- l)r 2 100 dT ( ~ (-- 1)h2j ) b =-- - -- COST- LJ . 
r r! 1T 0 T2r+2 j:O (2J)! 

1
00 k2n+1 k 

X e dk. (3.34) 
o (e k+1)2 

After sequential partial integrations, one sees that 

J 00 dT ( ~ (- 1)h2j ) (- 1)r+1 1T 
-- COST - LJ - -

o T2r+2 j:O (2j)! - r(2r + 2) 2 ' 

While one partial integration leads to 

JOO k2r+1ekdk (1 1 
o (e k + 1)2 = r(2r + 2) 1- 22r+1 + 32r+1 

- 42~71 " -) , 

so that 

( l)r 2 (_ l)r+1 
b = -=-- - ~-'---- !!.. r(2r + 2) 

r r ! 1T r( 2r + 2) 2 

(3.35) 

So that E(x) becomes 

J. Math. Phys., Vol. 13, No.7, July 1972 
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+_1 ... ) 
32 1"-1 ' 

which is equal to -E; so for Withe following re
sult appears: 

1 100 (e4f3k) dk 100 etdt 
w' = IT 0 exp - -2- /Ii 0 (e t +1)2 

x cos -.i 2e4 + 2 i3 (~) 1"-1 ~1 
.jk 1":1 2 ~ ,r, 

x (1 __ 1_ + _1_ + ... ) e42. 
22 1"-1 32 1"-1 

After integration with respect to (3 one still has to 
determine the constant C appearing in 

t 
4 Joo (e 4f3k) dk Joo e dt 

W - 1 = -IT 0 exp - -2- k 3 / 2 0 (e t + 1)2 

t 00 (e4f3) 1" 1 
x cos kl/2 + 4'2 1"~ 2 r(r + 1) 

x (1 - 22~-1 + 32;-1 + .. -) + C. 

To determine C the limit f3 -7 0 is taken: 

4 roo (e 4f3k) dk 00 / dt 
C = A~~ IT Jo exp - -2- k 3 / 2 fo (e t + 1)2 

After interchanging the order of integration and 
introducing some elementary substitutions, one is 
faced with 

. J+oo etdt 2 J+oo (_ e 4(3) iTtd C = hm - exp 2 e T. 
B~O -00 (e t + 1)2 11 -00 2T 

One finds for the value of C 

so W becomes 

+2[1 + 4 r~ (e~r r(r\ 1) 

x (1 - 2ir-1 32!-1 ... )]. 

The series development 

(3.36) 

d - £ (e 4f3 )r 1 i3 (_ 1)8+1 _1 _ 
- 1":1 \: 2 r(r + 1) s:1 S21"-1 

can be transformed to 

J. Math. Phys., Vol. 13, No.7, July 1972 

d = lim ~ (- I)S+1 sxs-1 [expf-e2s4~)- IJ 
x~1 s: 1 \ 

or 

d=lim ~ (_I)s+1 SX S
-
1 exp(e

4f3
) 

x~1 s:1 2s2 
00 

- lim 6 (- l)s+1 SX S-1 
x~1 S: 1 

so that 

d __ ~ )S+1 (e 4f3) 1 L..J (- 1 s exp - - 4" 
s:1 2s2 

(where use has been made of Euler's summation 
proces for divergent series). 

Using this result and (3.36), we have that the final 
expression for W is 

+ 8 L..J (- 1) n exp - • ;; n+1 (e 4f3 ) 
n:1 2n 2 

(3.37) 

In these equalities the first term of the last mem
ber contains only information about the continuous 
spectrum, while the series development is only 
related to the discrete spectrum. 

The coefficient of f3 in the exponent of the second 
series, describing the discrete spectrum, provides 
the Bohr formula En =-e4/2n 2 calculated by a 
straightforward path integral approach. In Appen
dices B and C it is shown how these path integral 
results can be transformed to reveal the s-type 
wavefunctions for both the bound states and the 
scattering states and even the corresponding den
sity matrix. Our result for W cannot be compared 
directly with the Green's function in the momen
tum representation as obtained in Refs. 14, 16, and 
17. Starting from the coordinate-space Green's 
function it is, in principle, possible to get (3.37). 

4. DISCUSSION 

Our final expression contains all information on 
the s-like energy levels and wavefunctions of the 
hydrogen atom. This holds true as well for the 
bound states as for the scattering states. Although 
after the integration over r 6 several integrands 
for W might a priori lead to the same expression 
for W, the expression W (3. 37) naturally trans
forms to the expressions at the end of Appendices 
Band C, whose integrands contain the hydrogen 
wavefunctions. 

Of course the calculations in Appendices B and C 
merely serve for checking the expression for W 
(3.37) which is exact a priori. Strictly speaking, 
however, our expression W does not provide us 
with wavefunctions. In Ref. 11 we show how a Slight 
modification of the method allows us to obtain the 
wavefunctions. 
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In the expression for W the contributions from the 
bound states and the scattering states are exactly 
separated. This separation has been facilitated by 
the application of Grosjean's theorem concerning 
the development of Laplace transforms in the 
neighborhood of the origin. The calculation of W 
presented above is a direct analytic calculation 
which is entirely self-consistent within the path 
integral formalism. It is, given the defining expres
sion for the path integral and how it contains the 
energy and wavefunctions of our system, one arrives 
at the final expression for W and the energy levels 
without anything else than calculus. 

Of course, the path integral has been transformed 
into an expansion of Riemann integrals containing 
only Gaussian path integrals, so that we did not 
calculate the hydrogen atom path integral by ac
tually performing the integrations over paths and 
taking the appropriate limit as can be done for the 
harmonic oscillator. 

The modified perturbation expansion converges 
more strongly than the development for the expo
nential function exp[ I V(O) I] if V(O) ;" O. The strong 
convergence of this expression becomes even more 
apparent since it also converges for the hydrogen 
atom, for which V(O) == co. A key feature of the 
modified expansion is that f3 ;" co in our formalism 
and there lies the difference with standard pertur-' 
bation techniques of quantum theory. 

Several of Feynman's ideas [like the introduction 
of the Fourier transform of the potential and de
finingj(t)] from his work on polarons12 have been 
fruitful for the present work. Our own work on 
poiarons10 was also helpful because it faced us 
with a potential more difficult than the Coulomb 
potential and of which the Coulomb potential is a 
special case. The methods developed in Ref. 10 
although perhaps not powerful enough to treat the 
polaron problem analytically at all (Y, turn out to 
be general enough to give the exact solution for the 
s states in the Coulomb potential case. 

The introduction of the function W instead of p(r , 
r s) has provided important mathematical simpli ~ 
ficat.ions .. If. one treats p(r s' r 0), or the trace, one 
has III addition the term -titj7f3 in the elements of 
det[Bn], Eq. (3. 10). We do not see how in that case 
the full analytic treatment could be carried through. 
Integration over r B to obtain W eliminates the time 
mixing in the determinant. This is the key feature 
which makes it possible to perform the integrations 
over the time variables. Another advantage of con
sidering tv instead of p(r s' r 0) is that W can be 
approximated via a Laplace transform by a con
tinued fraction method in some cases because the 
appropriate moments converge. 

These ~oments di.verge, ~n general, if p(r 13 , ro) is 
approxlmated. Thls provIdes us with an approxi
mation method in the case where the summation 
cannot be done exactly. A disadvantage of con
siderin.g W instead of p(ro, rs) is the loss of in
formatIOn on a number of eigenstates (only s-like 
states are conserved for the hydrogen atom). This 
difficulty can be removed, however. Let us illu
strate this point for the 2p states. Instead of cal
culating W, we calculate 

This expression now has nonvanishing contribu
tions from 2p states; the mathematics is only 
slightly more involved. A more important dis
advantage of the method is that W does not give 
us, without further study, all the results of quan
~um sttatidstiCal physics which derive from p(r s' r 0) 
~ a s an ard way. For that purpose further study 
lS necessary. 

It may still be noted that the integral (3.18) is a 
generalization of a type of integrals treated for 
the first time by Grosjean. 15 This type of inte
gral seems to be typical for Coulomb-type poten
tials and arises in an analogous form in polaron 
theory. 10,12 

5. CONCLUSION 

We have calculated W == J d 3 r sK(r 13 , 0), where 
K(r 8' 0) is the density matrix of the hydrogen 
atom. The calculation is direct, analytical, and 
entirely self-consistent within the path integral 
formalism of Feynman. To perform the calcula
tions we have introduced a "modified perturbation 
method, " which essentially consists in developing 
W in powers of #. The energy spectrum for the 
s states of the hydrogen atom energies follows 
~rom this calculation in a straightforward way. It 
IS shown how the other states can be included. It 
is also shown how W can be manipulated to obtain 
the wavefunctions, but this is by an indirect proce
dure. Summation of W provides us with an ex
ample where a problem of moments with divergent 
moments has been solved. 
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. Note: C. C. Grosjean [HAn Apparent Inconsistency 
m Feynman's Path Integral Formalism of Non
relativistic Quantum Mechanics, " Proceedings of 
the Royal Flemish Academy of Sciences, Litera
ture and Fine Arts of Belgium, Brussels, 1970. 
(to be published)] calculated the path integral for 
the case of a potential energy V(r) which is spheri
c.ally symmetric. He performed the 2(n-1) integra
tIons over the spherical angular coordinates follow
ing Feynman's prescription. Grosjean did not con
sider any explicit form for V(r). He also obtained 
the same propagator on the basis of another 
method which is based partly on Schrodinger's 
formalism and partly on Feynman's formalism. 
The two expressions he obtained this way contain 
remarkable differences before the limit of infinite 
time slicing is taken. Grosjean showed that both 
expressions, as they should, lead to the same limit. 

APPENDIX A 

The evaluation of the Gaussian integral 

Pn == J expf-(t J:i- 2dt + Jo\(t)r(t)dt)J~r(t) L \ '(AI) 
with initial conditions 

J. Math. Phys., Vol. 13, No.7, July 1972 
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t = 0, r(O) = r o ' t = (3, r({3) = r" (A2) APPENDIX B 

is explained. 

The negative of the argument of the exponential 
function can be considered as the action of a par
ticle in a potential 

The transformation of the expression 

B = 823 (-1)"+1 n exp(e
4f3

) 
n:l 2n 2 

to SchrOdinger notation is given. 

V(r) = fn (t)r(t). (A3) First the expression 

The classical path defined by this action, with 
initial conditions (A2) is easily seen to be deter
mined by 

n 
r I = -iL;k.(t - tj) + r(O)t + r(O) (A4) 

c ,n j: 1 J 

or 

After partial integration, the classical action can 
be written as 

Scl,n = - Hcl.nr cl,rt I ~ + ~ frn(t)rCl,n(l)dt. (A6) 

With the expression (A4) for r cl ,n' this results in 

1 )2. ~ tj ( ) 
Scl,n =- 2{3(ra -ro +t;jkj7f ra-ro 

n n n 
+ iro L; k. - ~ L; L;k.k. 

j: 1 J i; 1 j; 1 t J 

X [- (t; - tj)H(t; - t) (1- i)tJ (A7) 

Using the theorem of Feynman concerning Gaus
sian path integrals one gets as an expression for 
Pn 

P n = /cl,n f exp(- i f:Y2dt)~y(t). 
The remaining path integral corresponds to a 
free particle with initial conditions 

t = 0, y(o) = 0, t = (3, y({3) = O. 

The final result for P n is 

Pn = eSCl,n 1/~2rr{33, 

with 

where 

n 

+ iro L;k. -i [klT1,1 + ... +~T~,n 
j: 1 J 

+ 2klk2 T 1, 2 + ... + 2kn_1 knT~_I,n]' 

J. Math. Phys., Vol. 13, No.7, July 1972 

a B = 8 ~ (_ l)n+ 1 e
4 

n exp(e4f3) 
of3 n:1 2n2 2n 2 

is transformed. 

One has 

b can also be written as 

d 2 1 sn - (s _ l)n I 
b = ds 2 S nsn-l 5 .... 112 

Introducing the Gaussian hypergeometric function, 
one has 

b=d22i2Fl(1,-n+112Ii)1 • 
ds s=I/2 

Use of the well-known Laplace transform 

i2Fl (l,-n + 1121i) 

= fOooe-TsIFI (-n + 1121T)dT 

results in 

b = foooT2e-r/\Fl(-n+ 112IT)dT, 

So oB /0 b can be written as 

~Bb =22 I; ~ exp(e
4f3

)f T2e- T IF 1 (- n + 11212T)dT 
u n:12n2 2n2 

or 

aB (211 (11 (00 00 
ab = Jo drp Jo sinede Jo r 2dr n~1 e-

Kr
(2K)3 

x LF1(-n+11212r)IFl(-n+ 11210) 

(
{3e 4) e4 x yg (e, rp) yg(O, 0) exp 2n2 2n2 ' 

with 
K=e2jn, 

After carrying out the integration with respect to 
f3, one gets 

823 (- 1)"+ 1 n exp (e 4
{3) 

n:l 2n2 

00 

= C + f d 3r B.0, e -K1rSI(2K)3 i 
n:l 

X IF 1 (- n + 112\2Kr S) IF 1 (- n + 1\210) 

x Y8(e, rp)Y8(0, 0) exp(f3e4j2n2). 
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To calculate the value of C the limit for f3 .-7 0 is 
taken in both members of the last equality. 

Using Euler's prescription to sum divergent 
series, one finds 

2 = C + 2. 

This results in 

8 i3 (- l)n+1n exp(e
4

{3)= Jd 3r"i3 e-KTB (2K)3 
n: 1 2n 2 n: 1 

x ~lFl(-n +1)1212Kr6)lF1(-n + 1)1210) 

x yg(e, cp)yg(o, 0) exp ({Je
4

), 
\2n2 

which gives the energy levels and wavefunctions 
for the bound s-like hydrogen states. 

APPENDIXC 

The formal transformation of the expression 

S=--), exp - -k2 - cos-8 roo (e 4{3) dk foo etdt t 
11' 0 2 k2 0 (e t + 1)2 k 

to Schrodinger notation is developed. 

Using symmetry arguments one has 

4 roo (e 4{3) dk S = - -), exp - - k 2 -11' 0 2 k 2 

1+00 etdt t 
x -00 t 2 cos k-· (e + 1) 

After a partial integration with respect to the 
variable t, one finds 

S = ~ 100 
ex (_ ii k2) dk too e

t
dt(1- e

t
) eie2t/k. 

11'Z 0 P 2 k -00 (e t + 1)3 

After carrying out the substitution e t = z/(1 - z), 
there appears 

(
ie2 Z ) x exp k log 1 + Z . 

Putting Z = - t, one obtains 

Introducing the appropriate hypergeometric function this expression can be written as 

s=~Joooexp(-lk2)k2dk eXf~~:r/k) Ir(l+
iZ2

) 12 d~: JoOOdU-STF(I+iZ212IT)ls=1/2 

and further transformed into 

J d3k J (11'e
2

) 1 ( ie
2
) 12 ( ie

2 
1 1 ) ({3k2) S = (211')3 d 3 r exp\T exp(- ikr) r 1 +T F 1 +T 2 2ikr exp - -2- . 

Because of the equivalence 

v = 1, 

one finally has 

S = 6 J d3r exp(11'e2/k) 1 r [1 + (ie2/k)] 12 exp(- ikr)e iOlPpg(I)Pg (cos8)F[1 + (ie2/k) 1212ikrJF[1 + ie2/k) 121 0) 
k 

x exp(- ~ f3k 2 ). 

In this expression the wavefunctions for the s-like scattering states appear. 

* In partial fulfilment of the requirements for a Ph.D. 
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Mol Belgium. 
1 R. P. Feynman, Rev. Mod. Phys. 20,367 (1948). 
2 R.P.Feynman and A.R.Hibbs,Quanlllln Mechanics and Path 

Integrals (McGraw-Hill, New York, 1965L 
3 R. G. Storer, J. Math. Phys. 9,964 (1968). 
4 D. Gelman and L. Spruch, J. Math. Phys. 10, 2240 (1969). 
5 M. Gutzwiller, J. Math. Phys. 8, 1979 (1967). 

6 L. Schulman, Phys.Rev.176, 1558 (1968). 
7 A. Messiah, Mecanique Quanlique (Dunod, Paris, 1959), p. 202. 
8 C. Garrod, Rev. Mod. Phys. 38,483 (1966). 
9 C. C. Grosjean, Bull. Soc. Mat. Belg 18,251 (1965). 
10 M. Goovaerts, A. Babcenco, and J .Devreese," A New Expansion 

Method in the Feynman Path Integral Formalism. Application 
to a One-Dimensional 6- Function Potential, " J. Math. 
Phys. (to be published). 

11 J. Devreese and M. Goovaerts, "A Modified Perturbation 

J. Math. Phys., Vol. 13, No.7, July 1972 



                                                                                                                                    

1082 M. J. GOO V A E R T SAN D J. T. DE V R E ESE 

Development for Energy States. Application to the Calcula
tion of Self- Energy, and Effective Mass of an Electron in a 
Polar Crystal," (unpublished). 

12 C.G. Kuper and G. D. Whitfield, Polarons and Excitons 
(Oliver and Boyd, Edinburgh, 1962). 

J. Math. Phys., Vol. 13, No.7, July 1972 

13 M. Goovaerts, thesis (Ghent, 1971)(unpublished). 
14 Hostler, J. Math. Phys. 5,1235 (1964). 
15 C. C. Grosjean, Simon Stevin,41 (1967), 
16 S.Okubo and D. Feldman, Phys. Rev. 117, 292 (1960). 
17 J.Schwinger,J.Math.Phys. 5, 1606 (1964). 


	JMP, Volume 13, Issue 07, Page 0929
	JMP, Volume 13, Issue 07, Page 0931
	JMP, Volume 13, Issue 07, Page 0938
	JMP, Volume 13, Issue 07, Page 0943
	JMP, Volume 13, Issue 07, Page 0948
	JMP, Volume 13, Issue 07, Page 0950
	JMP, Volume 13, Issue 07, Page 0956
	JMP, Volume 13, Issue 07, Page 0969
	JMP, Volume 13, Issue 07, Page 0977
	JMP, Volume 13, Issue 07, Page 0979
	JMP, Volume 13, Issue 07, Page 0982
	JMP, Volume 13, Issue 07, Page 0990
	JMP, Volume 13, Issue 07, Page 0993
	JMP, Volume 13, Issue 07, Page 1001
	JMP, Volume 13, Issue 07, Page 1005
	JMP, Volume 13, Issue 07, Page 1013
	JMP, Volume 13, Issue 07, Page 1026
	JMP, Volume 13, Issue 07, Page 1042
	JMP, Volume 13, Issue 07, Page 1051
	JMP, Volume 13, Issue 07, Page 1056
	JMP, Volume 13, Issue 07, Page 1064
	JMP, Volume 13, Issue 07, Page 1070

